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Plate 2. The manufacture of two first stage rocket motor chambers for 
the submarine-launched Polaris A-3 ballistic missile.     The 
whirling arm of the machine in the rear is applying circum- 
ferential wraps of glass filaments over the mandrel while the 
machine in tne foreground is applying the final hoop wraps. 
Following wrapping, the chamber is placed in an oven where 
the resin impregnated filaments become a homogeneous 
structure.     The mandrel is then withdrawn prior to casting the 
chamber with propellam;   courtesy Aerojet General Corporation. 
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Preface 
For ten years there has been an acute need for a textbook in the English language 
on solid propellant rockets.    Books have been published on propulsion in general 
and on rocket propulsion specifically   but these sometimes tend to de-emphasize 
propulsion by means of solid propellants, in order to devote more space to topics 
such as liquid-propellant or nuclear propulsion, which have occasionally been 
deemed more exciting or more exotic in some respects.    The most recent book 
in English which is devoted exclusively to solid propellant rockets is the short 
monograph by Wimpress, entitled 'Internal Ballistics of Solid Propellant Rockets' 
and published in 1950.    There are two recently published books in Russian on 
solid propellant rockets, one by Kurov and Doijanski (1961) and one by Zeldovich 
and Rivin (1963), but these have not been translated into English yet.    The need 
for an English-languaf <; text on solid propellant rockets provided the underlying 
motivation for writing the present volume. 

The objective of this book is twofold, first to present basic material on solid pro- 
pellant rockets which can be used for classroom instruction and second to carry 
the reader to the frontiers of research in a number oi specific areas of solid pro- 
pellant rocketry.    Although there is some material (e.g., Chapters 1, 2 and 12) 
which might appropriately be used in undergraduate courses, the instructional 
value of the book lies primarily at the graduate level.    An attempt has been made 
to enhance the educational utility of the monograph by presenting the more ele- 
mentary aspects of the subject first (Chapters 1 to *), before proceeding to de- 
tailed and more advanced treatment of specific areas of research (Chapters 5 to 
11).    An attempt has also been made to present the research topics in a peda- 
gogic manner, to aid the graduate student or the practising engineer who is not 
familiar with the subject material. 

Research workers in the field of solid propellant rocketry should find this present- 
ation useful, both as a reference to previous research endeavors and as a guide to 
desirable avenues for future research. The book delves more deeply into a number 
of areas of research than any previous volumes on the subject have done. Indeed, 
progress in the field has been continuing so rapidly that it has not been possible 
for earlier books to attain the depth of the present monograph in the specific areas 
of research chosen for emphasis herein. 

It seems appropriate to record here the parts of the book for which each author 
assumed primary responsibility.    Huang wrote all of Chapter 11, except for Sec- 
tion 4 on Failure Analysis which was prepared by Barrere and Section 1.1 which 
was prepared by Willisms.    The rest of the book was written jointly by Barrere 
and Williams, with Barrere preparing the first drafts for Chapters 3,4, 5, 7 and 
for most of Chapter 8, and with Williams preparing the first drafts for Chapters 
2,6. 9 and 10.    Chapters 1 and 12 were written jointly by Barrere and Williams, 
who als», jointly revised successive versions of the entire monograph in an effort 
to make it into a coherent work.    Williams is responsible for the final English- 
language editing of the manuscript. 

We wish to thank many of our colleagues, especially those at the University of 
California, San Diego, at the Office National d'Etudes et de Recherches Aero- 
spatiales and at the Direction des Poudres for numerous stimulating discussions 
relating to many aspects of this work,    The list of names of those to whom we are 
indebted is too long to be presented here.    However, we must explicitly thank 
Professor S. S. Penner for his interest and for his aid in initiating this work, 
Dr. W.R. Maxwell for his constructive review of ..he monograph and Mr. E. W. 
Price for his welcomed review of Chapter 9.    The many hours spent by Simone 
Barrere and especially by Paulette Thompson in proofreading and typing successive 
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versions of the manuscript were essential to the successful completion of the book. 
One of us, F. A. Williams, wishes to thank the Propulsion Division of the Air Force 
Office of Scientific Research for continued support of research (Grant No. AF- 
AFOSR-927-67 and also Project THEMIS) on related subjects during the writing of 
this material.    Another author, M. Barrere thanks the Direction des Poudres for 
granting permission to publish some results which were obtained under contract. 
Wt also extend our thanks to AGARD for supporting this writing under a contract 
supervised helpfully by Colonel Ch. Lupold. 

M. Barrere     Paris, France 

N.C. Huang 
La Jolla, California 

F.A. Williams 
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Chapter 1 

An Introduction to Solid Propeliant Rocket 
Motors- Generalities 

/ 



Nomenclature 

A constant (see Eq. 1-5) 

a initial vehicle acr oration 
o 

F thrust 

g a* erage acceleration of gravity experienced by vehicle over its flight 
path 

g0 gravitational conversion facto* 

I specific impulse 

KD constant of proportionality between    ^%  and area 

Kf constant of proportionality, dependent on technology 

K^, constant of proportionality, dependent on technology 

^ payload weight 

Mp propellant weight 

Ms structure weight 

Msf structure weight proportional to thrust 

MbV structure weight proportional to initial propellant volume 

ML launch weight 

R mass ratio of rocket vehicle 

tb burning time 

u = ML /M,   ratio of payload mass tc launch mass 

v s    PML /Mp, ratio of payload mass to propellant volume 

ot constant (see Eq. 1-5) 

A v velocity change imparted to a given payload 

AvD loss in velocity increment due to drag 

ß propellant density 

y cosine of angle between vehicle trajectory and vertical 



An Introduction to Solid Propellant Rocket 
Motors- Generalities 

1.     Introduction 

In general a vehicle is propelled by forces, termed thrusts, which provide a desired 
component of acceleration.    These forces can be produced in a variety of ways. 
Solid propellant rockets are examples of a pure reaction system in which the pro- 
pulsive forces are produced by the ejection of mass (propel«ants) initially contained 
in the system.    Self-contained systems of this type are called rocket motors and 
can operate in space as well as in atmospheres, since  Tiey do not require an ex- 
ternal propulsive fluid. 

Four categories of rocket motors may bo defined, according to the physical state of 
the propellant materials carried within the rocket.    These are solid propellant 
motors, liquid propellant motors, gaseous propellant motors and hybrid motors 
(which contain propellants stored in at least two of the three physical states of 
matter).    The solid and liquid propellant motors and the hybrid motors employing 
solid-liquid combinations are of greatest practical interest because of the heavy 
tanks needed to store large masses of gas.    This book is concerned only with the 
first of the four categories, solid propellant rocket motors.    Additionally, attention 
is restricted to chemical propulsion, for wnjch energy that is necessary for pro- 
ducing large thrusts is stored in the form of chemical energy of the propeHants. 

A solid propellant rocket is the simplest form of chemical propulsion.    The fuel 
and oxidizer are both incorporated in a single solid, called the propellant grain, 
located inside a container called 'he combustion chamber.    This chamber is large 
in comparison with the combustion chamber of a liquid propellant rocket motor. 
A schematic illustration of this type of motor is shown in Fig. 1-1 (a).    The grain 
shown here is tubular with a star-shaped cross section.    A device called an igniter, 
which is designed to initiate the burning, is placed inside the central cavity of the 
combustion chamber.    After ignition die hot gases, which are produced when the 
solid burns, flow through the central cavity and are accelerated to a high velocity 
by means of a nozzle.    It will be seen in Chapter 2 that the resulting ejection of 
gases at high velocity greatly enhances the production of a propulsive thrust on the 
motor. 

During combustion, gases evolve from the solid propellant grain only at its surface. 
Thus, the surface of the solid regresses normal to itself during burning, al the 
"linear   regression rate" of the propellant grain.     The combustion gr~es come 
into contact with the outer shell or case of the chamber only at the end of a firing. 
The purpose of the case is to contain the propellant and to withstand the high cham- 
ber pressures that are produced during combustion.     Figure 1-1 (a) emphasises the 
simplicity that arises from storing the propellant inside the chamber. 

It is apparent from Fig. 1-1 (a) that the principal parts of a solid propellant rocket 
motor are the grain, the case, the nozzle and the igniter.     For comparison, 
schematic diagrams of liquid and hybrid rocket motors ?re shown in Fig. 1-1 (b) 



and l-l(c).    In a typical liquid propellant motor, fuel and oxidizer are stored in 
separate tanks.    They are conveyed to the combustion chamber by means of a feed 
system and are injected into the chamber and partially mixed by means of an injec- 
tion system.    The principal pa;.ts of the liquid propellant motor are thus the ttnks, 
the leed (and control) system, the combustion chamber and the nozzle.    The hybrid 
moioi illustrated in Fig. l~l(c) contains a solid fuel and a liquid oxidizer.    Its 
main components are an oxidizer tank, a teed (and control) system, an injection 
system, a combustion chamber, a solid fuel grain and a nozzle. 

It will be seen in Chapters 2 and 3 that the propulsion systems illustrated in Fig. 1-1 
rely on exothermic chemical reactions for their effectiveness.   There are numerous 
applications (such as space propulsion) fcr which these chemical rockets are cur- 
rently the most important propulsive "work horses".   The role and current standing 
of sol?d propellant rockets among these work horses will be discussed on page 19 
after we have described solid propellant rockets in somewhat greater detail (page 4  ) 
and classified them according to their use (page 8   ).   A brief history of solid pro- 
pellant rocketry is given on page  4   and an outline of the development of the rest of 
this AGARDograph is presented on page 31 .   Additional material relevant to solid 
propellant rockets may ■ ? found in the bibliography listed as Ref. 1-16. 

2        Description and Brief History 

2.1.     Description ot Current Solid Propellant Rockets 

We shall now discuss the solid propellant rocket system more deeply in order to 
accustom the reader to some specific terms used in solid rocket technology.    The 
system is composed of four basic parts: 

- the propellant grain 
- the case 
- the nozzle 
- the igniter 

The propellant generally consists of an oxidizer and a fuel, and the most common 
type today consists of crystalline ammonium perchlorate dispersed in a plastic 
fuel binder.    The performance of this propellant is increased by the addition of 
finely ground light metals, such as aluminum.    The basic propellant defined here 
is an exampb of a composite propellant, and the addition of metals is referred to 
as rnetalization.    The mean size of the ammonium perchlorate crystals is of the 
order of 50M, and that of aluminum powder is typically 5 to 30M.  The utilisation of 
a plastic binder enables one to construct large-size grains with good mechanical 
properties.    These grains may oe fabrk ited outside the casing or poured into it. 
In addition to composite propellants, double-base solid propellants are also used; 
these were the principal solid propellants twenty years ago     They consist of a 
mixture of nitrocellulose and nitroglycerin, each oi" which possesses both fuel and 
oxidizer characteristics.    The periormance of this aouble-foase propellant is 
lower than that of the composite propellants just described. 

The grain geometry provides a basis for a prelim^ary classification of solid rocket 
propulsion systems.    The grain configuration wi'   essentially depend upon the 
mission, i.e. upon the thrust and burning time, or more precisely upon the thrust- 
time history.    Once the grain is ignited, burning generally progresses until the 
propellant is completely consumed.    The b i ning surface geometry and its time 
evolution will then impose the thrust-time history     The grain is called neutral if 
the thrust remains constant during the entire burning history,.     This occurs when 
the total burning surface area does not vary with time.    There also exist pro- 
fressive grains for which the thrust increases with time   an 3 regressive grains 

which Ihe thrust decreases with time,    internally burning cylinders or tub*s 
,   2 progressive, while rod shaped grains are regressive.    The most common 
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current configurations are star-shaped cylindrical grains which provide a relatively 
large propellant surface area for burnt gas emission while maintaining approxi- 
mately neutral burning.    The motor burning time depends upon the propellant 
thickness and generally increases with increasing rocket size. 

The star-shaped cross-section is not the only grain geometry used;   more complex 
cross-sectional shapes are also employed.    Complex geometries correspond to 
special applications, e. g. a high gas flow rate may be obtained by increasing the 
surface area of the propellant.    These different configurations will be studied in 
detail in Chapter 4.    However, we note here that neutral burning is also achievable 
with coaxial cylinders, although this geometry poses problems associated with the 
necessity of exposing grain supports to the hot gaseous combustion products.    The 
simplest grain configuration is a cylinder burning at its end (cigarette burning}, 
but this configuration has a low ratio of burning area to nozzle throat area, and is 
applicable only for long burning times and low values of the tnrust per unit cross- 
sectional area of the rocket.    Besides cylindrical grains, spherical grains are 
useful for some applications.    Grain neutrality is difficult to obtain in spherical 
configurations, but it can be produced by employing grains with two compositions 
having different burning rates.    Grain configuration controls the thrust-time pro- 
gram of solid rockets and has to be adapted to each mission. 

The geometry of the motor case is related to that of the grain.    Case resign also 
depends on the application.    Two principal types of casing materials are currently 
employed,   metalic materials and glassy materials.    Engineering problems arise 
in connection with the selection of case materials, case manufacturing proces*5«»« 
and the tradeoff between conflicting requirements of light weight and reliability. Three 
important elements must be considered in motor case design:- 

a) the mechanical load (during motor operLäon the case is subjected to high 
pressure, several tens of atmospheres): 

b) the thermal load (some parts of the case which are in contact with burnt 
gases must be thermally protected); 

c) the auxiliary means of thrust-vector control (devices for controlling the 
direction of the force vector acting on the rocket are structurally 
supported by the case). 

Many metalic  materials, such as steel, are useful for motor cases because they 
tend to have a high modulus of elasticity and a high yield strength, and also 
because the associated dynamic problems (vibration of the structure) are less 
difficult to solve.    Expansion of the propellant grain is a less severe problem 
with metalic cases than with glassy cases.    Of the many glassy composite mater- 
ials that have recently been considered for motor cases, the one that currently is 
adopted most often consists of wrapped fiberglass filaments impregnated with geli- 
fied epoxy resin.    Many machines have been developed for fiberglass case 
winding.    A machine designed by Aerojet-General Corporation for manufacturing 
F laris rocket motors is shown in Plate 2;   more than one and a half million miles 
of glass filament go into <sich chamber measuring more than 14 feet long and 4- 
feet in diameter.    The advantage of glassy cases is that they often provide 
lighter-weight structures than metalic cases. 

The propellant grain-case bonding must be accomplished with care.    A plastic 
liner is generally inserted between grain and case.    The liner has a manifold 
purpose:   it acts as a combustion inhibitor, it prevents the burnt gases from 
coming into contact with the case, it protects the wall thermally when the burning 
surface reaches it   anci it acts as a mechanical bonding between grain and casing. 
A careful choice of liner is impc-tant because its weight and volume are not 



negligible compared with that of the empty rocket.    Thermal protection of the for- 
ward and rearward portions of the case that ire exposed to hot gases during the en- 

re firing is achieved by using high-temperature, often silica-reinforced plandcs. 

The nozzle attached to the downstream end of the rocket motor consists of a con- 
vergent section, a narrow-diameter throat   and a divergent section.    It wiil be 
seen in Chapter 2 that these three elements are needed in order to accelerate the 
hot combustion gases to the high velocities required for efficient production of 
thrust.    Since solid propellant rocket nozzles are generally uncooled, it is neces- 
sary to use nozzle materials capable of withstanding a high thermal load.    The 
manner of thermal protection of the convergent section will depend upon the aft-end 
geometry (single or multiple nozzles).    Thermal protection of the throat is the 
greatest nozzle problem because the maximum heat transfer occurs there. The throat 
must generally be constructed from layers of different materials.    The layer that 
sees the hot gas is composed of a high-temperature, refractory or metal material 
that exhibits a good resistance to erosion (e.g. tungsten, or graphite covered with 
tungsten);   for large rockets it is sometimes possiMe to permit some erosion of 
the throat, so that uncoated graphite throat inserts can be employed.    A material 
with a higher specific heat and a lower thermal conductivity is usually placed 
underneath the throat insert in order to absorb the heat load and to prevent it from 
being transmitted to the rest of the structure.     Finally, a material having good 
mechanical properties is placed outside in order to resist the transmitted 
pressures.    The divergent section is often composed of an ablative material (such 
as reinforced plastic). 

Rapid thrust termination is required in certain applications, e.g. at staging times 
for satellite launchers. This is often achieved by means of openings located at the 
head end of the motor (the opposite end from the nozzle) and initially blocked by 
diaphragms.    These diaphragms burst on command, thereby exposing the chamber 
to the ambient atmosphere.    Most of the chamber gases then begin to exhaust 
through the head end, causing first thrust direction reversal and then extinction due 
to the rapid gas expansion.    The presence of such openings in the case raises 
some structural problems, especially for fiberglass cases;   it would be necessary 
either to cut some of the glass filaments or to wind the fibers around the holes 
during fabrication. 

Solid propellant rocket motor igniters often consist of electrically initiated, con- 
ventional pyrotechnic compositions. The combustion of an auxiliary propellant con- 
tained in the igniter generates hot gases which come into contact with the grain 
surface and induce ignition of the grain.    These pyrotechnic compositions generally 
consist of oxidizer-metal mixtures (e.g. potassium perchlorate-aluminum).    The 
igniter combustion often produces hot condensed particles (e.g. solid or liquid 
alumina) which impinge on the grain surface, causing high local heat transport and 
local ignition of part of the surface area, followed by propagation of the flame to 
the rest of the grain.    Mechanical properties of pyrotechnic compositions are 
usually such thai for safety they must be shaped into pellets, which are placed in- 
side a perforated enclosure, positioned so that the burnt gases will come into con- 
tact with the grain surface.    For long rocket motors, sometimes small auxiliary 
rocket engines are used as igniters in order to provide more nearly simultaneous 
ignition of the entire grain surface than could be achieved with conventional tech- 
niques that rely on flame spread. 

2. 2      History 

Although the origin of rocketry is obscure, undoubtedly the first rockets used solid 
propellants.    Rockets are believed to have originated either in China or in Greece. 
The idea of employing rockets as weapons reached Europe in about 1250;   their 
invention is mentioned by Arabic scientists in a book called "Liber Ignum" (Book of 



I rora this date onward, many solid propellant rocket weapons have been 
k i>.-vl \ad vised in battles.    Around 1800, rockets varying in weight from 8 to 

"ft -«-tre   onstructed in England (William Congreve) (Fig. 1-2)   and the 
■i    asalio.i   i v;.   projectile was improved by William Hale.    That such weapons 
/ere put to use US demonstrated, for example, by the fact that the British attacked 

Copenhagen in .'SO 7 väth some 30,000 rockets.     From the military point of view, 
rocket weapons have continually progressed to their current state of sophistication. 

It is curious to note that astronautics pioneers like Ziolkowsky in Russia. Oberth in 
Germany, Goddard ir ihe United States and Esnault Pelterie in France, whose 
studies were carried out between 1900 and 1930, considered only liquid propellants 
for «pace missions because they believed that liquids were essential for providing 
sufficient energy for such operations.    This opinion rested on the fact that until 
1900 black powder, consisting of charcoal, sulphur and saltpeter, was the material 
used as a solid propellant.    Even in 1932, after changes in the propellant com- 
position that resulted in smokeless powder (double-base composition) no grounds 
existed for forecasting performance improvements that could lead to the possibility 
of using solid propellants for space flights.    Later, double-base solid propellants 
were considered for such applications because of their improved mechanical prop- 
erties and higher performance.    The mechanical properties of double-base pro- 
pellants enabled one tc envisage grain geometries with large combustion areas and 
consequently high thrusts. 

But the most important step in the progress of solid propellant rocketry was taken 
in 1944  by ihe Jet Propulsion Laboratory research workers, who developed the 
GALCIT propellant, consisting of approximately 75% potassium perchlorate and 25% 
asphalt-oil mixture.    The development of this composite solid propellant was to 
open a vast field of research on high-energy solid propellants.    This GALCIT pro- 
pellant had some defects such as poor temperature sensitivity which led to bad be- 
havior at low temperatures.    However, hundreds of thousands of JATO-type 
rocket engines for assisting aircraft take-offs wen constructed using this pro- 
pellant and the working safety of solid propellant rockets was thus demonstrated» 

Solid propellant rocket techniques have been widely improved since 1955, princi- 
pally in two directions: 

a)   development of propellants with higher performance (specific impulse 
and volumetric specific impulse - see page 19 for preliminary definitions of these 
two terms) and with better mechanical and combustion properties; 

b)    development of lieht-weight structures for cases and for other motor 
components. 

These improvements have led to the construction of high performance engines that 
can compete well with liquid or hybrid systems.    One end result is the use of 
large solid-propellant motors as powerful boosters, such as in the "zero stage" 
of the TITAN HI C, which achieves a total thrust of 2.4 million pounds from two 
large solid-propellant, segmented motors strapped on either side of a first-stage, 
liquid-propellant, core motor (parallel staging).    Another result is the completely 
successful static test firing of a 260 in. diameter solid-propellant rocket motor 
containing 1, 673, 000 lb. of propellant and producing more than 3 million lb. thrust. 
A third consequence is the use of very light solid-propellant engines for upper 
stages of satellite launchers, having a ratio of propellant weight to total weight 
exceeding 90ftb. 

3.      Classification 

There are several possible bases for categorizing current types of rocket propul- 
sion systems.    For solid propellant rockets, we use here a very elementary 
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classification scheme based on the field of application.    The principal applic   ions 
of solid propellant rocket systems can be listed under the following headings: 

Rocket motors for lower stages (boosters) 
Rocket motors for upper stages of ballistic missiles and for space vehicles 
Satellite launchers (complete vehicles) 
Sounding rockets 
Auxiliary rocket motors designed to perform specialized functions in the 
guidance and control of vehicles 
Assisted take-off rocket motors for aircraft 
Military applications, e.g. guided weapons, unguided bombardment and 
air-to-air rockets 
Diverse applications 

3.1    Rocket Motors for Lower Stages (Boosters) - Solid propellant systems are of 
interest for us«» a3 boosters because their high propellant density leads to improved 
overall performance which in some instances exceeds that of competitive liquid 
propellant systems (see page 19 ).    After the February 23 1966 successful test of 
a 260 in.  diameter rocket motor, it is now possible to consider very powerful 
first stages using solid propellants.    The era of solid propellant boosters is in its 
infancy;   in some such applications they are already beginning to replace liquid 
propellants. 

The 260 in. motor provides one example of a large solid propellant booster rocket. 
It employs a composite propellant consisting of polybutadiene, ammonium perchlo- 
rate and aluminum.    Some data that we have not already mentioned is that the 
pressure measured in the chamber during the full-scale test was very close to the 
calculated one;   it reached its marimura value of 601 psia after 40. 5 seconds.    The 
effective burning time was 114 seconds   and the peak thrust was 3. 51 million pounds. 
The ignition period lasted 335 milliseconds.    The nozzle throat ablated at a rate of 
4.8 x 10" 3 in. per second. 

Another example of a large solid-propellant booster rocket is the strap-on motor 
developed by United Technology Corporation for the TITAN III C, which is an im- 
proved version of the TITAN II missile.     This application illustrates the "zero- 
stage" concept for improving capabilities of existing boosters;   viz., an operational 
launch vehicle can effectively be launched from a high altitude by providing the 
entire vehicle with a (zero-stage) booster.    Often this approach affords a less 
expensive solution to the problem of achieving higher weights in orbit than is 
afforded by the development of a new launch vehicle.    The TITAN IIIC strap on 
zero-stage motors are each 120 in. in diameter and develop more than one million 
nounds thrust each.    The complete vehicle was successfully fired on December 21, 
.965. 

Each Strap-on motor for the TITAN III C consists of 5 segments, weighs about 250 
tons   and burns for about 120 seconds.    The direction of the thrust vector is con- 
trolled by injecting nitrogen tetroxide through the wall of the divergent section of 
the nozzle.    In so larg«. a rocket motor, the thicknesses of the walls and of the 
liner are small in compar'son with the grain thickness, and the question of wall 
thermal protection can be solved relatively easily by using a protective coating 
about 1 inch thick.    Three 6 mm-thick layers of liner are attached to the case by 
centrifugal coating, the last layer bemg put in just before loading.  The case is made of 
LADISH D6AC steel.    The propellant grain is attached to each segment.    The cen- 
tral core through which burnt gases flow is a circular cylinder, the lateral faces of 
which are not inhibited from burning.    Adjacent segments are held together by 
Clevis pin joints.    Tbc segment-joining technique is shown in Fig. 1-3, and Fig. 1-4 
presents a view of the rocket motor during firing.    The operating balance of a 
matched pair of motors is studied carefully for the TITAN III C application. 
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Another example of the use of solid propeliant boosters is to accelerate a ramjet to 
its operating speed.    The experimental missile 3TATALTEX, intended for studying 
high-altitude, high-speed ramjet propulsion (flight Mach number greater than 5) is 
shown on Plate L    This ramjet is launched by a solid propeliant booster. 

There are, of course, a variety of other large -^cale and small-scale booster appli- 
cation*» of solid propel Umt rockets. 

3.2. Rocket Motors for Upper Stages and for Space Vehicles - Solid propeliant rockets 
are also used as injection stages for satellited and as slow-down stages to initiate 
atmospheric re-entry- The change in vehicle speed (Av) required in these applica- 
tions is obtained most easily by usinf; very ügiit rocket motors  rather than pro- 
pellants with high specific impulse.    Reinforced piastic cases can leac  o propeli- 
ant mass fractions (ratios of propeliant mass to total vehicle mass) higher than 
0. 9.    An example of a solid propeliant rocket used in such space applications is 
shown in Fig. 1-5;   this motor has been developed by Hercules Powder Company for 
orbiting a spacecraft whose purpose is tc detect high-altitude nuclear explosions. 

The third stage of SEREB Diamant launcher is shown on Fig. 1-6; 
tics are as follows . 

its characteris- 

Length 

Diameter 

Case 

Empty weight withoui igniter 

Propeliant 

Burning time 

Thrust 

Nozzle throat diameter 

Divergent nozzle section material 

2.06 m 

0.35 m 

wound fiberglass (impregnated with 
phenolic resin) 

U7.9kg 

Isoiane (polyurethane composite), 
weight 641 kg 

45 seconds 

varying between 2, 700 and 5, 300 kg 

9.6 cm 

orthostrasyl (ablative plastic) 

Solid propeliant systems are ill-adapted to the propulsion of space vehicles that re- 
quire rocket motors with long burning times and low thrusts.    However, certain 
space missions are well-suited to solid rocket propulsion, particularly when the 
trajectory or orbit of the vehicle is to be modified impulsively (large thrust for 
short duration).    Solid propeliant motors are often used as the primary means of 
transmitting a specified Av to a space vehicle.    Guidance gas rockets are also 
needed in such systems to provide fine orbit adjustments after the solid rocket fir- 
ings. 

Many orbiting communications satellites, (for example the SYNCOM telecommuni- 
cations satellites) use solid propeliant apogee rockets that are usually spherical in 
shape and <hat place the satellite in a desired position with respect to the earth, in 
order for the satellite to be able to receive and emit signals in correct directions. 
The mission or these apogee injection motors is to increase the payload speed. 

Slow-down solid propeliant rocket mrtors of similer design are present on the 
GEMINI capsules and also on soft-landing lunar vehicles of the SURVEYOR type. 
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Fig. 1-5    Solid propellant motor, about 
lft. in diameter, used to inject satellite 
from orbiting vehicle into higher-altitude 
orbit,  courtesy of Hercules Powder Com- 
pany. 

Fig. 1-6    Motor for upper stage of Dia- 
mant launcher, courtesy of ONERA 

Fig. 1-7   Nike-Cajun rocket, courtesy of NASA 
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3.3    Satellite Launchers -Since solid propellant systems are attractive as boosters 
because of their high propellant density, and since they have become competitive as 
injection motors because of the achievement of light structures, they possess moüt 
of the qualities that are necebsary for a complete satellite launcher.    Advantages 
of such syF*°mbstem from their low manufacturing costs and from their reliability. 

One of the earliest examples of a vehicle propelled solely by solid propellants and 
capablo of orbiting a satellite is the SCOUT, which contains four solid propellant 
stages.    The characteristics of the system are the following : 

Total length 
Initial weight 

First stage (ALGOL) 

70.98 ft 
36240 lb 

Second stage (CASTOR) 

Length 
Diameter 
Total weight 
Empty weight 
Thrust 
Specific impulse 
Burning time 

30.83 ft 
40 in 
23524 lb 
9 600 lb 
203 000 lb 
214 seconds 
40 seconds 

Third stage (ANTARES X 254) 

Length 
Diameter 
Total weight 
Empty weight 
Thrust 
Specific imoulse 
Burning time 

11.17 ft 
31 in 
2 592 lb 
525 lb 
13 600 lb 
255 seconds 
39 seconds 

Length 
Diameter 
Total weight 
Empty we: Jit 
Thrust 
Specific impulse 
Burning time 

20.70 ft 
31 in 
9 475 lb 
2 700 lb 
62 000 lb 
224 seconds 
27 seconds 

Fourth stage (ALTAIR X 248) 

Length 
Diameter 
Total weight 
Thrust 
Specific impulse 
Burning time 

8.28 ft 
20 in 
649 1b 
2 800 lb 
°55 seconds 
38 seconds 

With this vehicle it is possible to place 300 lb     in a (low) 300 n.mi. orbit.     The 
principal purpose of the SCOUT is to orbit scientific payloads  for international 
uses. 

3.4    Sounding Rockets - Sounding rockets are used for the exploration of the upper at 
mosphere and space in order to gather scientific data.    There exist many types of 
such vehicles, not less than 60 in the United States alone.     They are characterized 
by their pay load and by the maximum altitude that they can reach.    One of the ear- 
liest meteorological rockets is the one-stage ARCAS rocket which weighs 65 lb and 
lifts a 12-lb payload to an altitude of 40 mi.     The two-stage ARCAS rocket weighs 
100 lb and   an lift 12 lb to an altitude of 50 mi.     As an example of a larger sounding 
rocket, we describe the NIKE-CAJUN used by NASA.     The characteristics of this 
rocket, which is shown in Fig. 1-7, are the following : 

Length 
Diameter 
Initial weight 
Payload 
Altitude 
Speed 

26 ft 
16.5 in 
1 550 lb 
50 to 100 lb 
100 mi 
4 200 mi/h 

The vehicle consists of two solid propellant stages, the first (HERCULES) having a 
thrust of 48 700 lb and the second having a thrust of 9 620 lb      The second stage 
weighs 257 lb. 
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3.5. Auxiliary Rocket Motors to perform Guidance and Control Functions - Few solid 
propellant rocket motors are specifically designed for the purpose of controlling 
the thrust vector of a main engine or of otherwise providing the attitude control 
forces nee led for steering a vehicle under thrust.     In one exception, forces for 
the control of attitude and hence the direction of main engine thrust are obtained 
by means of four small solid rocket motors located at the aft end of the vehicle. 
Their nozzles are s *t at an adjustable angle with respect to the axis of the main 
rocket motor.     Torques to change attitude, and hence thrust direction modifications, 
are achieved by varyng the orientations of the nozzles of these rocket motors. 
This kind of vehicle atitude control is employed in the four-stage solid propellant 
rocket BERENICE, which is designed for studying in flight ihfi kinetic heating of 
hypersonic vehicles during atmospheric re-entry.     In the photograph of the 
BERENICE that is shown in Fig.  1-8, one can see the foar control rocket motors 
at the aft end of the vehicle.     The burning time of these control motors is of the 
same order of magnitude as that of the first stage.     The propellant grain geometry 
of each is cylindrical with cigarette burning.     The ourning rate is increased by 
placing silver wires in the propellant perpendicular to the burning surface„ 

Solid propellant rocket motors are r irely used to supp'y the attitude control forces 
for satellite guidance because of their short burning nines. Compressed gases or 
subliming solid substances can perform this function better. 

Solid propellant impulse rockets have been constructed for spinning up certain miss- 
ile stages (PET rocket) and also for accomplishing stage separation. 

3.6. Assisted Take-off RocketMotors for Aircraft- Few rockets are now usedtor in- 
creasing the take-off power of aircraft because of improvements in the peak power 
output of turbojets.     The most famous take-off rocket is the Aerojet JA TO, the 
propellant of which is an extruded composite.     The JATO motor has the following 
characteristics: 

Thrust : 450 kg 
Burning time : 16 seconds 
Chamber pressure : 70 kg cm"2 

Propellant weight : 45 kg 
Rocket motor weight : 72.5 kg 

3.7. Military Applications - The most important weapons composing the arsenals of 
armies nowadays use solid propellant systems as a propulsion mode.     Such systems 
have indisputable superior.'ies:  per: lanent readiness of the engine, good reliability, 
low maintainance, easy preparation of a firing.    Military rockets are distinguished 
according to their mission, i.e. surface to-surface, surface-to-air, air-to-surface, 
air-to-air and anti-submarine. 

For surface-to-surface missions, three types of missiles are distinguished. 

a)    There are intercontinental ba listic missiles (ICBM), such as the MIN- 
UTEivIAN which consists of three solid propellant stages.     The missile range 
is about 6000 to 7 000n.mi.     TheMINUTEMAN can be prepared for firing in 
about 32 seconds and requires about 10 seconds for the selection of an objec- 
tive.     The overall length of the three stages for different missiles in this 
series is A-53.17ft,  B-55.9ft,  F-59.Sit.   The missile is about 65000 lb. 

A MINUTEMAN is shown in rIight in Fig. 1-9.     The principal contractors for 
MINUTEMAN propulsion are:   THIOKOL for the first stage:  AEROJET for the 
second and HERCULES for the third.     The first stage has L diameter of 
1.65m and a propellant weight of about 20 tons.    The case is made of LADISH 
D6AC steel.     Four nozzles with axes aligned with the vehicle are used for the 
first stage;   their divergent sections employ phenolic refrasil for heat protec- 
tion.   It has been difficult to solve problems associated with the thermal pro- 
tectionof the interior chamber walls.   The single-composition, solid propellant 
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Fig. 1-8 Fo<ir-stage,  BERENICE, solid-propellant rocket vehicle, for 
testing re-entry vehicles at Mach 12, courtesy of ONERA. 
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Fig-1-9MmüTEMAN^^t(Thi„(tolChemicaICürp, 
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grain ha.3 a star-shaped configuration (6 arms).    The propellant consists of 
PBAA (polybutadiene acry^c acid) and ammonium perchlorate.    A press- 
ure peak observed at the beginning of a firing has been decreased by a part- 
ial inhibition of the grain. 

b) There are surface to-surface missiles of intermediate range (IRBM) such 
as the POLARIS series of strategic missiles which are fired from submerged 
submarines.    The three variations A1, A2. A, each consist of two solid 
propellant stages.    These engines have the following characteristics: 

A i Length : 
Diameter    : 
Weight 

A2, A3 Length : 
Diameter    : 
Weight : 

The range of the At type is about 1 200 n. mi., that of the A2 is 1 500 n. mi. 
and that of the A3 is 2 500 n.mi. 

c) There are short range missiles, such as the PERSHING rocket (range 
from 100 to 400 n. mi.) with two solid propellant stages, or the SERGENT 
(range 25 to 75 n. mi.) consisting of only one solid propellant stage.    The 
smaller HONEST JOHN (range 12 n. mi.), consisting of one solid propellant 
stage, also falls into this category;   it has the following characteristics: 

28 ft 
4.5 ft 
28 000 lb 

30. 5 ft 
4.5 ft 
30 000 lb 

Length 24.8 ft 
Diameter 30 in 
Weight :      4 500 lb 

One rt the smallest surface-to-surface rockets is the antitank ENTAC 
rocket which has the following characteristics: weight 27 lb, range of 
6 60i) ft, guidance by a wire. 

The spectrum of surface-to-sui face missiles, from MINUTEMAN to ENTAC, is 
impressive.    This wide variety also exists for each of tho other military mission 
categories.    It would take too much space for us to present a comprehensive dis- 
cussion, therefore we shall give only a few examples for each category. 

Surface-to-air HAWK rocket : It has two propulsion regimes, a boost regime and 
a cruising flight regime.    Its length is 16. 9 ft., diameter 14 in.,  weight 
1275 lb and can engage targets a'     ights between 1''V and 45 000 ft. 

Surface-to air NIKE HERCULES rocket : This ground- launched antimissile missile 
has a length of 41 ft, diameter 31. 5 in., weight 10 000 lb.     The rocket is 
composed of two solid propellant stages.    Ceiling: 100 000 ft, speed: Mach 3. 
The newer and larger NIKE ZEUS rocket has an initial weight of 22 800 lb. 

Surface-to-air SPRINT A rocket : This antimissile rocket is used for protection 
against ICBM/SLBM. It has a conical rocket motor, employs two stages 
and develops a very high initial acceleration. 

Air-to-air FALCON rocket : This i^. a one-stage rocket motor with thrust of 6 000 
lb; length 6. 5 ft, diameter 0. 54 ft, weight 100 lb arts!  range 5 n.mi. 
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Air-to-surface rocket, anti-tank missile SS11   :  This missile has a length of 46 in., 
diameter 3 in., weight 63 lb. 

Anti-submarine SUBROC r cket : This missile for submarine attack has a length of 
21 ft, diameter 21 in., weight 4 000 lb. 

These few examples show the important place taken by solid propellant propulsion 
in the field of modern weapons.    The essential quality that dictates the choice of 
this propulsion system is readiness. 

3.8. Diverge Applications - Solid propellant rocket motors are useful in many special- 
ized applications that do not fit well into any of the preceding categories.    One such 
application is to generate gases that are needed to drive the feed systems of liquid 
propellant rockets.    Gas generator rockets can pressurize a high-presjure feed 
system or can drive the turbine of a turbopump feed system. 

Another specialized type of application arises in the propulsion unit required for 
safety systems in some missions.    For example, in the Apollo manned lunar flight, 
if the astronauts have to evacuate the launch vehicle during liftoff, then a solid pro- 
pellant rocket motor on a tower atop the command module is fired in order to pro- 
pell the three astronauts to a safe distance from the primary vehicle.    This sepa- 
ration rocket motor, which is to be mounted tail-down on the tower, is shown under- 
going a test firing in Fig. 1-10.    Four nozzles, canted outboard, split the exhaust 
of the solid rocket motor into four equal tails to prevent it from impinging on the 
command module. 

Solid-propellant rocket motors are also often used to propel target vehicles durinc 
weapons tests.    Another application is as the propulsion unit for high-speed test 
sleds or carriages.    Numerous other special uses can be cited. 

4.    Interest in Solid Propulsion 

In an introductory chapter, it is necessary to ask what place solid propellant rockets 
occupy in relationship to other types of rocket propulsion and to attempt to define as 
precisely as possible the boundaries of the field of application of solid propellant 
xockets.    Having discussed <*urrert S5p!!%*J«5S «f ??!id proprlls^ rockit uwcora, 
we üte now in a position to begin to make the necessary comparisons.    In these 
comparisons, we fhall consider only chemical propellaiiis and principally only tuiid 
and Lquid sy*tems.    Before proceeding with specific qualitative comparisons, it if 
necessary for u« to discuss quantitative aspects of mission performance evaluation 
at somewhat greater depth. 

A mission may be defined approximately by stating the value of the velocity change 
Av that must be imtw^cd lo a given payload.    The ability of a propulsion systen: to 
deliver a Av üepends not only on its chemical energy content but also on the physi- 
cal and mechanical properties of the propellant, such as its density, which influence the 
ratio of the burnout to 'ifteff weights of the propulsion unit.    It is true that valid 
comparisons of propulsion systems must be based on precisely defined missions 
and that it is not possible to find rules of comparison that are both general and corr- 
ect.    However, we shall try by L. ^ans of a highly simplified development to expose 
certain advantage~ and disadvantages of solid propellant rocket systems. 

Th<v launch weight Mr of a öolid or liquid propellant recket stage is the sum of man» 
parts, each representing a different element of the system.    Wc shah use the 
formula: 

Mc  - ML * Mp + M» 
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Fig.  l-lo   Test firing ot the APOLLO Uunrh escape moto.%   (Lockheed 
I'ropul&iuu Co). 
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where M,(  is the weight of the pivvload, M   is the weight of the propellant   and Ms 
is the weight of the structure. 

We shall further break up the structural weight into two parts, 

Ms =Msf + Msv, 

where Msf is assumed to be proportional to the thrust and Independent of thp initial 
volume of the propel'ant, while Msv is assumed to be proportional to Ihe initial 
volume of the propellant and independent of the thrust.    Thus, 

Msf = KfF = Kfa0M0, 

where F is thrust, a0 is the initial vehicle acceleration   and Kf is a constant of 
proportionality.    Similarly, 

Msv = Ky Mp/p , 

where p is the density of the propellant and K^, is another constant of proportionality. 
The values of Kf and K^ will depend on a multitude of technological aspects of the 
design of the vehicle and of its propulsion system.    The only important point for 
our present purposes is that these quantities are constants whose \alues are inde- 
pendent of the choice of propellants.    Although it is clearly a gross oversimplifi- 
cation to break up the structural weight as we have done, nevertheless it is true 
that some structural items (e.g. propellant tanks) tend to increase in weight as the 
propellant volume increases, while others (e.g. the nozzle) tend to increase in weight 
as the thrust increases.    This breakup could further be justified (approximately) 
by examining statistics on existing rockets. 

Two different criteria of excellence can be defined for a propulsion system.   One 
which might be called an engineering criterion, is the ratio of the payload mass to 
the launch mass, 

usML/MG. 

The other which might be called a financial criterion, is the ratio of the payload 
mass to the propellant volume, 

v - ,, ML   Mp. 

A maximum u is desirable, for a specific payload, if the minimum take-off weight 
is required and roughly, a maximum v is a desirable for minimum vehrcle cost. 
This follows from a comparison of existing rocket systems which shows that vehicle 
cost is approximately proportional to the total volume of the propellants with pre- 
dominantly liquid or solid systems having approximately the same constant of pro- 
portionality.    The conclusive is true for liquid propellant motors because the 
structure is the principal contributor to the cost and size of the structure is appro- 
ximately proportional to propellant volume;   it is true for solid propellant motors 
because the propellant is the principal contributor to the cost and the amount of 
propellant is of course proportional to the propellant volume.    Nevertheless the 
conclusion is only approximate and might well change with time. 

The mass ratio o. a rocket vehicle, the ratio of its launch weight to its weight at 
KAirnoui, is : 

R = Mn   (M0 - Mp). 

By making use of preceding definitions, we find that : 

R = (1 + Kv P ) fu + Kv P    + Kj a0) (Eq. 1-1> 



22 
and that : 

R = (1 + Kv/p   + v/p ) /(v/p + Kv/P   + Kf a,,). (Eq. 1-2) 

These formulas express R in terms of the parameters of interest.     The quantity R 
is of importance because it is dix ectly related to the velocity increment AV impar- 
ted to the system;   for rectilinear flight of a rocket vehicle, in the absence of grav- 
ity and of atmospheric drag, and with a constant ratio of Jirust to time rate of 
ejection of propellant mass during the entire burning duration, one can .  sily show 
from mechanics that : 

Av -Ispgo InR, (Eq.1-3) 

where g,^ is the gravitational conversion factor and Isp is the specific impulse of the 
rocket motor.    The quantity Ispg() is the effective exhaust velocity of the propellant 
f,ases with respect to the rocket vehicle;   it is also the ratio of the thrust to the rate 
(mass per secc :d) at which propellant is ejected, and its value, whl^h is generally 
larger for liquid propellant rockets 'hin for solid propellant rockets, depends prim- 
arily on what propellants are used i,i the motor (see Chapters 2 and 3).    Values of 
A v, Ky, Kf, ao, and either u or v are all specified, then by using either Eq. 1-1 or 
Eq.  1-2 in Eq.  1-3, it is clear that a relationship between Isp and p  is obtained. 
This relationship defines a locus of propellant systems (in the Isp - p   plane) with 
the same figure of merit (u or v), that can achieve the specified mission AV, with 
specified technological coefficients Kv and Kt and a specified initial acceleration a0. 
Such curves of specific impulse versus propellant density are useful for comparing 
the relative excellence of various chemical rocket propulsion systems. 

The approach that we have just described is, of course, quite approximate, and is 
subject to improvement in many ways.     For example, the effects of gravity and 
drag can be included in an approximate way;   under a suitable set of restrictive 
assumptions, one can show that Eq. 1-3 is replaced by : 

Av = Ih|) g„ In R - i// g ti,       - Av„ 

where ^  is the c >stnp of *^o pm^i*> ».ct'vo^r. il*c .cliiclc imjectury ana the vertical 
direction, g is an average acceleration of gravity experienced by the vehicle over its 
flight path, th is the burning time   and A vb  is the l^ss in velocity increment caused 
by atmospheric drag.    We note that t,, is expressible in terms of the specific im- 
pulse, the initial acceleration   and the mass ratio, 

fcbste, K, a0)(R-l)/R. 

The quantity A v() can be assigned the approximate propellant-density dependence: 

Avn   ,-Kn p   2/3 

(K>j - constant), since the atnn;ppheric drag on the vehicle is roughly proportional 
lo the 2 3 power of its volume (which, in turn, is roughly inversely proportional to 
propellant density).     The improved formula for the approximate dependence of Isp 

on propellant density, obtained by substituting these last two formulas into the gen- 
eralized ^ v equation und then solving for I,    ,  is: 

Is(»   |AvAv;iiu)|/{gu lnR(p)-(^ggü/a0)fR(p)-l|/R(p)} (Eq. 1-4) 

If  Av, v'   , g, ao,  K  , Kf, KD and either u or v are all given, then this relationship 
(along with Eq. 1  ) or 1-2 and the formula for  AV,, ) determines a curve oi Isp ao a 
function of p 
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In addition to improvements of this type, the equations that we have given can form 
the basis of an optimization analysis; i.e., a criterion of excellence is chosen, the 
corresponding quantity (u or v) is maximized Iir a given Av subject to variation of 
a parameter such as a0, and a relationship between R and a0 for the optimum sys- 
tems is derived.     This relationship removes the necessity of specifying a0 in draw- 
in^, the I9p(p) curves and therefore may be used as a basis for comparing the opti- 
mized (with respect to launch acceleration) Performance of various propellant sys- 
tems.    It turns out that results of comparisons based on this optimization technique 
are approximately the same as results of comparisons based on constant a0 and 
therefore we shall not pursue the optimization discussion further. 

Some curves of specific impulse vs. propellant density, obtained from Eq. 1-4, are 
shown in Fig. 1-11 for the values u = 0. 2 and v =0.2, for two accelerations (a0 = 
2go and ao = 10go), and for A v = 1500 m/sec and 2500 m/sec.    One can see, for 
example, that for a mission with Äv- 2500 m/sec and a() = 2g07 a rocket with p    = 
1. 5gm/cm3 and I     = 240 sec. has the same financial excellence (v = 0. 2) as a 
rocket with p   - Ö. 5 gm/cm3 and I     = 500 sec.    It is for this reason that solid 
propellants, which typically have low I     but high p , can compete   favorably with 
liquid propellants, which typically have high I     and low p . 

The values of specific impulse and propellant density for some solid propellants are 
shown in Fig. 1-12 on an I     - p diagram.    One sees that generally speaking, the 
specific impulse tends to decrease as the propellant density increases.    If Fig. 1-12 
is Guperposea on a gn.ph like Fig. 1-11 that has been constructed for a particular 
application, then it becomes easy to see which of the various possible propellant 
combinations would be likely to perform the mission with the highest figure of mer- 
it.    Because of the general shapes of the curves in Fig. 1-11, there are many appli- 
cations for which various solid propellant combinations shown in Fig. 1-12 are better 
suited than, for example, the hydrogen-oxygen liquid system, which has IBp  = 390 
sec. and p ~  0.3 gm/cm3. 

The shapes of the curves shown in Fig. 1-11 can all be approximated by the formula : 

Isp   p"   -A, (Eq.1-5) 

where a and A are constants, and a generally lies between 0 and 1      Th? value cf 

a    wMch ^cir'^Jr^CL the .^cnaitivHy oi overall performance to density, depends on 
the mission, the technological coefficients K^ and K , tht choice of > riterion of ex 
cellencc   and rhe initial acceleration (or the burning time). 

The product IB„ r< , which emerges in the limit a   - 1 of relatively strong propel! - 
a?'-density dependence, is cal'eo the volumetric fcpecifir1 impulse;   whether «he 
specific impulse oi ihe volumetric specific impulse is .* better measure of the over- 
a\] performance pndue^d by a particular propellant system, depends on the mission, 
the criterion of excellence, »tc.     If we :hoosc the engineering criterion u, then we 
hnd that fc** booster type ot appli rations wit'.-. A v ~ 200C m Fee,  or  is of the o   ler 
ot 0.8, and the volumetric specific in.pulse would be the better indicator, while / >r 
i^e larger .alues of ^ v that correspond to upper stages,   a   is aboui 0. 2, and the 
specific impulse is the betier measure of excellence.     The var-, ? of at  increases as 
K v increases, a.'d it is usually smaLer > hen the enpineerr,-? (u) ■. riterion ot' excell- 
ence is used than when the financial iv) criterion is employed. 

The value u the exponent a car. be discussed a-ith some assumptions; for instance 
we have 

^^.^[inB--*     Vl   • 
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Tg. 1-11    Specific impulse versus '   «sity p for various values of velocity 
increase av, irjtial acew_ration a0 and overall performance 
criterion u or V. 
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Fig. 1-13    Performance of some solid propellants.    Specific impulse times 
density to the power of « versus exponent a. 
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and if we assume a constant missile volume for a single stage with d(Av + Avn) = 0, 
we get 

d Icp        dR 

TT;T + TT 
l~ ^   R 

a,.       R 

=   0    , 

, dR     R - 1    dp        .. . t. and -^  =  —5—    —, in this eac■.? the exponent a = otv is equal to 

a„ = 
R - 1 

R 

j   ii   L 
aG      R 

-!V 
It will be seen that, with mass ratio  R high as in a long range ballistic missile 
(R - 10) and «// = 0, av is small (av = 0. 39) and when R is small (R ~ 1. 5), 
av is close to one (av = 0.83). 

If we assume a constant missile vveight, we get 

d R 

~R~ 
Kv 
P 

R - 1 

—±+ 1 
P 

dp 

P 

K, 
Kv + p (R- 1) 

and the exponent a = aM is equal to : 

ffM = 
Kv (R - 1) 

Kv + P 
mR_ is. R^i 

art        R 

When i// = 0 

/   Kv R - 1 \ 5L 
P 

R - 1 

~7r~ 

Kv is a function of the technology;   the range of 1^ is (6 - 600 kg m    ) and the 
range of p (200 - 2000 kg m" 3). 

It is concluded that in a ballistic missile where R is high an improvement in pro- 
pellant specific impulse is much more valuable than a similar improvement in 
density.     When R is small an improvement in propellant density is almost as 
valuable as a similar improvement in propellent specific impulse. 

A useful way of obtaining a more detailed comparison of propellant systems than 
can lie achieved by using only specific impulse and volumetric specific impulse is 
to plot IypP° versus a for the propellant systems under consideration.     When 
such curves are available, one need only obtain the value of a that corresponds 
to a particular application in order to see what propellants are likely to perform 
the application best.     A plot of I    pa versus a for a few solid and liquid propellant 
combinations is shown in Fig.  1-13.     Represents ive solid propellant curves refer 
to a polyurethane-ammonium perchlorate-aluminum mixture (PU-AP-A1) and a 
plastic hydrocarbon-nitronium perchlorate-aluminum mixture (HC-NP-A1).     Some 
liquid systems shown are the nonstorable hydrogen-oxygen (H2-02) system and the 
storable unsymmetrical dimethyl hydrazine-nitrogen tetroxide (UDMH-N204) 
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system.     We see in general that if the exponent a exceeds 0,6, then the solid pro- 
pellant systems have a sizeable advantage, while if o* becomes less than 0, 2, then 
the liquid propellant systems shown become superior.     Generally, solids tend to 
become the most attractive propeHants when a exceeds about 0. 3 or 0. 4.     This 
condition is usually satisfied for booster applications, and also for upper stages 
when the financial criteria ^.i excellence is used.     "Ve must emphasize that speci- 
fic engineering design tradeoff studies would not use the foregoing techniques.     In 
specific engineering studies mach more detailed calculations would be made for a 
number of definite systems that appear to be promising for the mission.     The best 
potential system would be selected on the basis of these calculations and many 
small variations in the design of components of the system would be studied ii1 an 
effort to arrive at an optimum system for the particular mission. 

As a furilu r comparison of solid and liquid propulsion systems,  in Table 1-1 we 
give properties ut n pair of solid and liquid systems having the same launch weight, 
the same payload and the same rocket engine weight.     Although the specific im- 
pulse of the liquid system is higher,  it is seen that the soud system imparts con- 
siderably greater energy to the payload in this example.     The solid propellant sys- 
tem (here nnd also in general) has a smaller volume and a high initial acceleration a,,. 

Let us next consider qualitative advantages and disadvantage0- of solid propellant 
rockets.     We shall first discuss advantages and then disadvantages.     An advantage 
that we have already discussed in the introduction is the simplicity of the solid pro- 
pellant system.     Another advantage is the ease with which large motors can be con- 
structed, due to the development of segmented solids.     The segmentation technique 
described on page 11 facilitates fabrication, transport,  mission operation,  safety in 
use and ease in casting.    There is a weight penalty of perhaps 4%, due to segmenta- 
tion, and the best chamber pressures for segmented motors are somewhat lower 
than those of unsegmented design.     Nevertheless,  in a practical sense segmentation 
makes it possible to envisage very large solid propellant boosters. 

It is well known that small solid propellant rockets are generally less expensive than 
liquid propellant systems of comparable thrust.   Although large solid propellant 
boosters arc "urrently more expensive than comparable liquid propellant systems, 
there are prospects for reducing solid booster costs to make them financially more 
competitive (17).     To elaborate on this point, let us examine representative weight 
and cost breakdowns for the 260-iri. diameter engine, which has an optimal chamber 
pressure of about 550 lb in2.     This motor weighs (in millions of pounds) : 

Miscellaneous 0 Of» 1.6% 
Nozzle 0.02 0.65% 
Heat Protection 0.015 0.5% 
Structure 0.13 4.25' 
Propellant 2.83 93. 

Total 3.045 

and costs (in millions of dollars) : 

Miscellaneous                  1 21.7',, 
Nozzle                               0.4 8.7% 
Heat Protection               0. 1 2.2% 
Structures                        0.4 8.7% 
Propellant                         2.7 58.7(

l(J 

Total 4.6 

The costs shown here, particularly in structui 'S, (   n be reduced appreciably by 
using high-strength,   (high* r-priced) propellant materials to effect a large reduction 
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Solid Liquid 

Thrust (10<*lb) 3.7 1.6 
Burning time (sec  ) 45 125 
rotal impulse (10f'lb sec) 168 200 

rsp 249 268 
Attitude at burnout (deg ) 40 40 
Velocity at burnout (ft sec"1) 6500 5320 
Altitude at burnout (10?ft) lil 166 
an 3.13 Bo 1.31 g0 
Burnout acceleration 7.87 !'o 4.02 go 

Payload energy (10'Tt lb) 22C 180 

Table 1-3      .'onipariser. of Solid and Liquid Propellant Systems 

From T   Buchanan (18) 
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in »fc*rt structural weight.     For very largj booster applications, solid propellant 
mc' <r J with increased chamber pressures (made possible by higher strength mat- 
TiAii&t arc considerably smaller than liquid propellant motors (which are inherent- 
Af restricted to low chamber pressures and low propellant deities).   On-site fab- 
riCMti-m and loading of solid nropellant boosters therefore affords the possibility oi 
cons,\r»cting larger boosters than are feasible with liquid propellant systems. 

AivrtWK j>rice advantage of solid propellant systems is their general tendency to 
requareViüCh lower development costs than comparable liquid propellant systems. 
One of many factors contributing to this is the ease with which accurate calcula- 
tions of thrust-time histories can be ma Je in the preliminary design phase.     Ex- 
perience has shown that calculated thrust-time curves are very close to those 
measured in tests, and therefore the amount of developmental testing that is re- 
quired is greatly reduced. 

The reliability of solid propellant rocket motors is generally higher than that for 
liquids when one takes sufficient care in propellant fabrication, in thermal protect- 
ion, and in motor construction.    This advantage arises from simplicity;   solid 
propellant systems have fewer elements in series and are therefore less suscept- 
ible to aborts caused by failure of a minor element.     Furthermore, many solid 
propellant problems associated with reliability are alleviated in the larger motors; 
for example, thermal protection is a delicate problem for small motors (say, pro- 
pellant weights of the order of a Ion) when performance tolerances are narrow, but 
for large motors (containing, say 100 or 1000 tons of prcpellant), the weight of the 
protection material is a very small percentage of the total weight, and much wider 
margins of safety can then be used. 

Unlike many liquid propellants, solid propellants are inherently storable.     Solid 
propeilants have been stored for many years without appreciable deterioration or 
changes in performance.    Questions about storability may, however, arise for the 
newer, higher energy sol'd propellants, and limits on the storage time may have to 
be established. 

Much research effoit has been spent in improving the safety of solid propellants. 
The greatest safety hazards arise in various solid propellant manufacturing pro- 
cesses;   solid propellant fabrication is more dangerous than liquid propellant 
fabrication.     However, after the propellant has v>een fabricated, subsequent pro- 
cesses such as casting and firing are generally less dangerous than comparable 
liquid propellant operations. 

Solid propellant motors can be spin-stabilized much more easily than liquid pro- 
pella:if motors      Spin often interferes with the internal operation of liquid rockets. 
The capability of spin stabilization alleviates guidance problems in some applications. 

The major disadvantage .i solid propellant rockets is their relativel/ low specific 
impulse.     Although their volumetric speeiüc impulse is high, liquids and hybrids 
have a much higher mass-based speeifi" impulse.    The necessity of including both 
fuel and oxidizer in the same matrix prevents on'1 from using the high-energy, 
highly reactive propellants that can be used in liquid and hybrid systems.     The nec- 
essity of achieving good mechanical properties of the grain sets additional restrict- 
ions on solid propellant compositions and often prevents one from using fuel-oxidizer 
mixture ratios that would produce optimum performance.     It seems safe to say that 
solid propellants will be limited to values of the specific impulse below 300 sec, 
which is nearly a factor of 2 below the maximum specific impulse that can be en- 
visaged for other chemical propulsion systems. 

Another disadvantage of solid propellant motors in many applications, such as space 
vehicle propulsion, is their short firing time.     In some other app.'ications, short 
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firing time is, of course, an advantage.    In applications requiri g a lov    hamber 
pressure (e.g., again, many space applications; fcolid pr >pellant8 are at a disad- 
vantage, because they gen?rally operate poorly (and with iov efficiency of coi bas- 
tion in small motors) for chamber pressures belo* , very roughly, 15 atmospheres. 

Small solid propellant motors experience problems in thermal protection, ?swe 
have already empl   sised.    Thermal protection di'/ficuities arise in the nozzle ir 
well as in the chamber.     Liquid propellants are ™eil~suited to liquid cooling tech- 
niques for «oiving thermal protection problems, tut ,'iolids are not.    These diffi- 
culties can limit the us*1 of high-energy solid propelbuits that produce high chamber 
temperatures.    In fact, the chamber temperature \a an important propellant para 
meter (which we have not yet discussed) that affect/3 the choice of solid propellants 
for use in many applications.    Thermal protection problems have been partially 
circumvented by the development of new ablative r^aterials. 

Solid propellant engine systems are basically less flexible in operation than liquid 
or hybrid propellant systems.    In early solid propellant systems, after the motor 
was ignited no changes in its thrust-time history could be made.    However, great 
advances in our ability to control solid p^^r operation ha^<» r.ow been made.   Vent- 
ing or water injection produces controlled thrust termination;   thrust vector control 
has been achieved by fluid injection into the nozzle as weU as by other techniques; 
thrust modulation is achievabl   by liquid injection or by n mplex chamber designs; 
restart capabilities have been provided, e.g. by infection of a hypergoiic liquid, etc. 
Thus, present-day solid propellant motors are practically as flexible as other 
systems.    However, all of these improvements ar. obtained at the expense of 
greater complexity of the engine system.    It is true in general tliat the system com- 
plications entailed in acnieving control of the operation of solid propellant engines 
are much greater than those needed to provide comparable control of liquid or hy- 
brid engines. 

Mechanical properties of solid propellant grains ..ometimes produce problems m 
large motors and under operating conditions of high acceleration.    Effort is requir- 
ed to eliminate grain deformation withrat increasing structural weight, in order to 
improve the suitability of solid propellants in these applications for which they are 
already superior to liquid systems. 

Combustion instabilities sometimes appear in both liquid and S"   1 propellant .notors 
These instabilities manifest themselves in irregular combustion and ii pressure1 osc 
illations.    Instabilities must be eliminated <iuring motor development   and therefore 
they increase development time.    It is difficult to say whether instabilities por^e 
greater problems in solid or liquid propel/ant motor       ut we note here that more 
research is currently devoted to liquid propellant ins.   Cities and that the large, 
segmente ! solid propellant incurs did net experience instabilities during develop- 
ment. 

In view of these advantages of solid propellant rocket systems, it is understandable 
why they are employed in the many applications discussed on page 8 .    The prac- 
tical value of solid propellant rocket:- can nevertheless be enhancee by improvement* 
in the following areas : 

a) augmentation of specific impulse, 

b) simplification of steps in propellant manufacturing and cashing, 

c) reduction in structural weight of tie case anr? nozzle, 

d) increasing the flexibility of the inot' r during operation, 
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e) reduction in cost of the overall system, 

f) developing greaccr ander standing o  mechanisms of solid propellant »:om- 
bustion. 

5.    Outline of. the Presentation 

This book is divided into 12 chapters which probe various problems that are posed 
by current attempts to enl^nce the progress of solid propellant rocket propulsion. 
The prat-lee•* considered lie in ibe fields of fluid flow in nozzles, of performance, 
of steady -state uotor operation, of solid propellant combustion fundamental (ex- 
periments and t» eory), of special erosive effects (due to flow of gases along tubular 
graiis), of uneteatiji phenomena such as ignition, extinction and instability, and 
finally of mec-<anicjl properties of propellant grains.    Except for the last of these 
topics, *.he ?.*obl»sms Lsted here fail in the domain which is commonly referred to 
as internal ballistic*.;      Thus., although they are important, we shall not discuss 
processes lor manufacturing propeJlant grains, some problems associated *ith tn« 
manuiactur*iig .>« nozzles, ca^es and other structures, topics in guidance and con- 
ti« K siagin" and its optimization, overall vehicle design and construction, and 
mission analysis.     In spite of these and other omissions, it is hoped that th   fun- 
damental importance of inter fill ballistics to so  d propellant rocketry will "nable 
thi* txk to servo as a textbook en solid propellant rockets.    It is with this aim in 
mini that space is alotted to ihe development (from first principles) of thrt material 
Uiat is covered and that 3 peckgcaric view of presenting first the simpler material 
(e.g. Chapter V) and then the more complex material (e.g. Chapter 6 or JO) is 
adoptee     In theaa respects, th< present vork differs from most aOt.er..GARD- 
ograph«      l"i the preset c ctiDr.   we wisa to highlight some oA fh? special topics 
that are treated b*er. 

We analyze pärfcrmaice first   r.rn the viewpoint of flov in tht nozzle, where the 
thermal energy liberated by or*>u8tion is transformed into or iered kinetic energy. 
The study of this flew permits as to define chr     Holistic parameters <*t rocket 
performance.    The analysis it first made c       r usi£  4 a * idealized model an<« 
men is extended to include v^f   „^ real effecis.    Althc**^»  hi bawc iiv&tr*:* «ml 
be applicable to all propulsion %y^^rr.s in which gas i» rf" «i *i*nw%«      *  .*u&U\ the 
specific problems of solid prop«, .ant rocket systems r-A !•« *     v»»i»rd in our 
approach. 

Since current solid prope! a:»ts generally contain aiai ., condensed aluminum 
oxide particles are oiten present 'n the gaseous coii ->n products.     The con 
sequent two-phase no** * fl< •*• affects motor op*i AS tnd performance,     i:: mr- 
ticular, the specific ira^-te depends on particle * W -. i on notzle geometry. 
Special attention is paid to this prob km in Chaptr   I \nother special problem 
area of soli '. propellant rocktts which is consider«; j.ome ^efaü here is thrust 
vector control.     While the <i,ugniiudo and dirtvtu r»e thruit vector of liquid 
rocke* D can be controlled reUUvely easily, solid 7? -tllant systems possess in- 
herent control difficulties v,hkr, are often best so;* K ;y externally injecting a fluid 
in^o the diverging section of th* Nozzle. 

Specific impulse gain" of a few socunds are afciprecuoke for solid propellants be- 
cause the m   imuir ichievabJe specific impure \& relatively low for solids.    There- 
fore if is important .0 carry out solid prop.»'&nt performance calculations accur- 
ately.     For this r ^t-n, we discuss in Obiter 3 the techniques by which these 
careful calculators caii be made wVrn nv? .niniber and properties of the chemical 
species composing the propellant an known.     Theoretical performance results are 
given, thus illustrating the effect o! the iidtui-* .■; Che propellant on the specific im~ 
pulse.     The choice of propellant compositions is limited by many factors, such as 
the east with which the chemical heat release can be made to occur, the stability 
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of the propellant, the chemical and phvsical changes that occur during nozzle flow 
and special mission requirements.     The results given here are intended to indicate 
possible v/ays of improving propellant performance, consistent with these limita- 
tions      The experimental determination of performance by measurements on small 
samples »s disc»--       uni com >arisons cf these results with those obtained ir motor 
firing *-   ^iven. 

Motor operation is governed by the ••j«l.«cf r ^ression rate cl the jwopellant, the 
geometry ox thf- ^raiv   and the relationship between chamber conditions and tne 
mass f:ov rate through the nozzle.     The sin-fare regression rate is itself aff-?cted 
by various chamber operating conditions, such as chamoer pressure, gram temper - 
at  re   and the gas velocit} parallel to the bumng surface.     It is necessary to dev- 
elop m<    .ods for determining propellant regression rates of samples in constant- 
pressure bombs, and it is particularly important to comi^re these results with 
measurements obtained from n.otor firings.     Such comparisons demonstrate that 
the flow fields inside motors affect the bu: .;ing rate.     RegreHSton rate curves ob- 
tained in bomb experiments often have the same r*hape as rmrfur -firing curves but 
are displaced ir magnitude. 

Grain geome'ri-?« will differ according to whether the internal motor gfv»ntetry is 
cylindrical, sphtrical, etc.     u, suitably shaping »he ^run and by suitably posi- 
tioning propellani^ with differing burning rates, it t* JA>*S«OI~ t« destgn motors so 
thai burnout occurs simultaneously O\CT the entire internal «Mrface, fherefc* «'» 
i?. coating undesirabiv äJü', thrust taitotf times at the   awl ol m*Aor ;«per»ti.wv   Gram 
and motor geometries fic^nd strongly or. the mission a .d *-x»u.d be ("^iir.ued I.»r 
ach application.    We sr.«!' '.iÄborate on these points in Chapter 4 

Combustion processes of eo*»j;'* vesfpeHants are v »mples and depend *tr<«c)y <*» t*e 
nature of the solid propelta.V      In Chapters S and «, we CUSüüV solid prnpt^Uni» 
into two principal categoric«., homogeneous and helero^eivrows.     For SumocrsA»*» 
propellants, we briefly exu»»,jrte the experimental leehmqwes used m tf&Syis« ti* 
combuötion process, and *e» ?ive ?he principal experimental re*»lfs c<*xrrn*( 
flame structure      The experimental analysis nt m*«?ro«:eoeui»» prupeiUitf» i» c**rrt ■ 
ed in much greater detai!.     Ar entire secttofj is devoted to the drrofsi<fc*tti(in aisd 
pyrolysis of the oxidizei ^r^nionium perchlorat**.     The rombuMii» *«f imm««i»ni 
perchlorate propellants >s also discussed.     These experiment* ha»e resumed ** a 
classification 01 possible mechanisms of combustIH> < f KiHfrofffl«-^ ;»r vetUrt* 
under various conditions of prope'lant formulation and motor uperatiff 

Microcinemaiographic tefK'.^os reveal fine details of the < omtnuauor. t* ~r* <« 
heterogeneous propellants.     -'"<: ilso shed light on the con.^lea for mat »> x ami 
combustion mechanisms of small U.;u.:i aluminum spheres which iss'.*« fr   ti tfcr 
surface of aluminized propellants.     P.**-.^« of these photographic *tjdie«w arc <t» 
cussed.     The pyrolyslF of plastic binder au.v.-als is also studied. 

Theorie; of homogeneous and heterogeneous propelii-*  %   "nbustion an* discussed 
on the b' »is ot the fundamental conservation equations o» J%-* .»t. *rnu>chemiFtr\ 
Theories of homogeneous combustion are considered first ir. <.   ^tvmpt to discover 
the important stages which accompany the transformation of tho **•»■»•" !•-■ a gas. 
Particular attention is paid to the various types of reactions that mir >   cur at the 
solid-gas interface.     Since bomb experiments often involve nonadiabau«. conditions, 
the nonadiabatic theory with radiative and connective heat losses is examineu. 
Flammability limits for solids are also discussed. 

Combustion mechanisms of heterogeneous soli.' propellants are so much more com- 
plex th~.t there are no satisfactory theories giving the burning mechanism or the 
burning rate.     A few models have been proposed on the basis of some experimental 
observations, hut their theoretical foundations are questioa'xbie.     Therefore we 
treat theories of heterogeneous propellant combustion more briefly thar theories of 
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homogeneous propellant combustion.     We consider    <e decomposition of someoxidi- 
zers (ammonium nitrate and ammonium perchl   ?u / that are u**d in composite 
propellant 8.    The sandwich model of composite propellant combustion and the mod 
els of Summerfieid ard of Penner are described.     Theories o: the combustion of 
metal particles in oxidizing atmospheres are also i *fi» red bri-fly;   the for« won 
of condensed products complicates the combustion nuC.v.v/sm, *nd the theo*%.M 
emphasise the importance of diffusion phenomena. 

Curren*. propellant grains usually burn laterally and therefore experience erosive 
gas velocities, parallel to the g. ain, which increase in magnitude from zero at the 
head end of the motor to a maximum value at the nozzle end of the port.    This 
erosive velocity modifies the burning rate and ^hereby affects the time development 
of the grain geometry.    In the first part of Chapter 7 we discuss the experimental 
techniques which permit one to observe the effect of gas mass flow rate on the pro- 
pellant regression rate.    Novel techniques such as ionization probes, which can be 
used to measure erosive phenomena during motor firings, are also described. 
Existing experimental results on erosive burning are reviewed. 

Satisfactory theoretical analyses of erosive burning phenomena are difficult to dev- 
elop because of the complexity of the fluid dynamical and combustion processes. 
Part of the difficulty arises from the fact that the boundary layer approximation is 
usually valid over part but not all of the grain because  he Reynolds number of the 
gas flow in the central cavity varies from 0 to 105.    Essentials of the approximate, 
semi-empirical theories that currently exist will be described, and possibilities of 
developing more basic theories will be discussed. 

Unsteady regimes of ignition, extinction and combustion instability are as important 
rj **oady regimes in motor operation.    Conditions for propellant ignition generally 
are flrg* ascertained in ihe laboratory by studying samples of the propellant.   Rad- 
iative heating, corrective heating and contact with reactive fluids have beer employ- 
ed in these studies.    T*/e experimental methods will be discussed and compared 
(Chapter 8).   These teenniques enable one to determine necessary conditions for 
ignition and the time required for the development of a flame. 

The various theories of ignition postulate the occurence of a chemical ignition re- 
action in • V s^lid, at the solid-gas interface, or in the gus pnase.    The site of the 
ignition re^tian ::erefore affords a convenient means of categorizing ignition 
♦heones.    Various possible ignition theories are discussed   and existing detailed 
•heones are compared.    It appears that wh of the three basic types of theories 
*huuid be applicable for ihe right propellant under appropriate ignition stimuli. 

In ,aU ot"ry igiition experiments and in igration theories, conditions are approxi- 
mately uniforn- over the propellant surface.     But with practical motor ignition 
devices, of?*»^ a small portion of the propellant surface is first ignited, and then the 
fUTie propagates along the surface to the rest of the propellant.    The flame pro- 
pagation during motor ignition and the buildup of chamber pressure due to gas evo- 
lution by the solid during ignition will be discussed.     Piactical ignition devices 
lei metrical, explosive charge, hypergolie liquid) are also reviewed. 

Th> '-asic simplicity of solid propellant motors i3 offset by severe compiexiles vj 
.-c-.iieving thrust modulation, command extinction   and reignition, for apph ratio/4 

in which control of these processes is required.    We have already stated thai  f* 
through n considerable amount of effort, practical realizations of all of the»»   / 
i r?'*on& have been attained.    Two methods of achieving extinction are by *    < P" 
the i'h tmber or by injecting water into it.    The mechanis?ns of these !wo < t - n£ 
te< hmques are discussed in Chapter 8.     Conditions for which the intermiitr?   * lon 

tincUor, phenomenon of chuffing occurs are discussed in Chapters 9 and 10 

% 

i 

t 
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Experimental observations of undesirable periodic variations in combustion cham- 
ber pressure arid in thrust date back to the earlv days of solid propellan* rocketry. 
Much effort, has been spent in attempts to eliminate these motor oscillations   and 
many empirical "fixes" were discovered be* "■ ■ —H»re nf the phenomenon was 
understood.    The prevalent use of - illinum in p^pellam^* - ,eviated these 
instability problems scmewb*; |>ecau8e aluminum lends to SU>S£ 3 some types of 
combustion instabiUty.    jXD|Srimenta, a8pects of combustlon insta^ties are dis- 

rf^imes^d!*- *   'nere the classificat-ons int0 acoustic and nonacv ^Biii- in" 
ih    c   ieS\  ^    * **r ajlH nonlinear instabilities are employed in an effc  "* to clarify 

...   p fc    uOject.     Laboratory experiments on instabilities under com   °Ued 
" and observations of instabilities in motor firings, are both desci   ^d. 

* fc r.any measurement techniques that we discuss, instantaneous chamber  s 
P
r     are measurements with fast-response transducers have proven to be most \ 
jjul and most universally applicable, particularly for studies of acoustic in-       \ 

labilities.    Pressure transducer measurements in T-burners (small, cylindrical, \ 
laboratory burners vented on the side instead of at the end) have now provided much 
experimental data on the acoustic admittance of burning solid propellants,    these 
admittances are the most important parameters for deter» lining whether linear 
acoustic instability will o^cur in a motor.    Relatively recent observations of the 
occurrence of vortices in motors and of the amplification of shock-induced oscilla- 
tions in otherwise stably burning motors demonstrate clearly thai, nonacoustic and 
nonlinear instabilities can al£o be of importance.    We briefly discuss the experi- 
mental studies of these more complex phenomena, studies which are in their 
infancy. 

\ 

\ 

\ 

A thorough theoretical understanding of the nature of combustion instability phen- 
omena exists today only for linear, acoustic instabilities.    Most of Chapter 10 is 
devoted to a presentation of the theory of linear, acoustic instability and to z review 
oi the existing theoretical work in this field.     Since these instabilities always in- \ 
volve acoustic oscillations of the gas in the chamber of the motor, wi first develop 
the theory of acoustics ana derive conditions for amplification and damping of 
acoustic wavjs.    Acoustic oscillations can occur only if the amplification rate is 
greater than or equal to the damping rate.    We discuss in detail first L.-oustic 
damping mechanisms and then theories of acoustic amplification mechanisms. There 
are numerous damping mechanisms;   some of them are (roughly in the probable 
order of decreasing importance) damping of waves by reflection from the choked 
nozzle, damping of waves by small solid or liquid particles in the gas, viscc'is 
damping of waves at the boundaries of the chamber cavity, homogeneous gas-j,' ise 
damping by chemical relaxation effects   and viscoelastic damping in the   olid. 
There is only one primär" amplification mechanism, the acoustic response of the 
CDmbustion zone at the sunace of the burning solid.     It is much more difficult to 
carry out accurate theoretical analyses of this amplification mechanism that to 
analyse the damping mechanisms mentioned above.    We review the early time-lag 
theories of combustion zone amplification, later mechanistic models, attempts 
based on the full «equations of aerothermochemistry, and models designed particu- 
larly to account for the heterogeneities of composite propellants.     Predictions of 
many of these models are in qualitative agreement with trends observed experi- 
mentally. 

Only a few theoretical concepts cast concerning possible mechanisms for nonlinear 
or nonacousti'! instabilities.     We review the ideas that have been advanced for ex- 
plaining observed changes in mean burning rates of propellants during combustion 
instability, for ascertaining conditions of inherent instability of the combustion pro- 
cesses of solid propellants, for explaining nonacoustic instabilities which are ob- 
served to occur ?X low chamber pressures (and particularly for aluminized pro- 
pellants), and for describing modes of instability that involve shock-like wave dis- 
turbances in the motor.     The practical    significant of these concepts of nonlinear 
and nonacoustic instability phenomena is unknown. 

\ 
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The bases for describing mechanical properties of viscoeia^tie solids are presented 
in Chapter 11.    Methods for stress analysis of solid propellant grains are covered, 
and   ecuiinr mechanical effects that may occur in solid prepeilants are described. 
Solid propellant materials present the solid mechanician with truly complicated pro 
blems because of their complex sir jcture and time-dependent properties.    Con- 
seq'tently, only limited progress toward obtaining a satisfactory description of the 
mechanical properties of solid propellants h*ts been made.    We present the various 
techniques that are useful for linear viscoe.'astk systems and formulate th': com- 
plicated underlying theory from which future valid and useful approaches to the 
analysis of nonlinear viscoelasticity must emerge. 

Failure analyses of solid propellant motors provide a posteriori iniormotion on 
mechanical properties that is useful for improving design.    Techniques and results 
of failure analyses are discussed in Chapter It. 

Finally, in Chapter 12 we speculate on the future of solid propellant rocketry. 
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Nomenclature 

A cross-sectional area of duct or channel 

i 
a velocity of sound < 

Ae nozzle exit area 

Aj port exit area 

Aw wall area 

At throat area , 

c * characteristic velocity 

CD drag coefficient 

CF thrust coefficient 

CF ° optimum thrust coefficient 

c specific heat at constant pressure 

C 3  dH /dT, the molar neat capacity of i species 
pi i 

c s specific heat of wall material or of condensed particles 

D characteristic length;   lccal diameter 
A 

D total drag force exerted on fluid 

D value of D at nozzle entrance 

F axial thrusl 

f friction factor;   also a representative flow variable 

F° thrust at design exit pressure 

Fs side force,  (Eq.2-94) 

h enthalpy per unit mass 

h heat transfer coefficient 

he enthalpy at nozzle exit 

H. molar enthalpy of pure i species 

h tctal stagnation enthalpy per unit mass 

1 total impulse 

J spec'fie impulse 

I    ° optimum specific impulse 
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k ave***g   wall roughness 

K equilibrium constant for partial pressures, for k-th reaction 

L characteristic length of nozzle 

M Mach number 

m total maßi. flow rate (mas/sec) 

m mast injection rate 
J 

n reciprocal of the average molecular weight of mixture 

N 

-    2        n< 

n unit vector normal to surface 

i^ number of moles of i species per unit mass of mixture 

n. number of condensed particles per unit volume 

Nu Nusselt number 

P duct perimetf r 

p pressure;   average free stream static pressure 

P^r ambit    pressure 

pc chamber pressure 

p pressure just inside exit plane 

p., injection pressure 

Pr Prandtl number,    ß c f\ 

p stagnation pressure 
so 

q heat flux from gas to wall 

q total heat added per second 

R gas constant per unit mass 

r particle radius;   radial cc rdinate 

R° universal gas constant 

Re Reynolds numoer based on pipe diameter,   pvD/'/i 

R0 nozzle exit radius 

ri throat radius 
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v radius of curvaiure of the nozzle at throat 

s entropy per unit mass 

St. Schmidt number 
o 

Sx molar entropy of pure  i   species at 1 atm pressure 

T absolute temperature 

t time 

T mean temperature in boundary layer 

th burning time 

Tc chamber temperature 

Tj jet temperature 

Ts surface temperature 

Tso stagnation (total) temperature 

u internal energy per unit mass 

v velocity 

ve axial component of velocity at exit plane;   exhaust velocity 

vge gas velocity at nozzle exit 

Vj velocity of injectant normal to wall at port exit 

"j^ asymptotic flow velocity of injectant 

vm condensed-phase velocity at nozzle exit 

w total work done per second 

x axial position 

Xx mole fraction of  i  species 

a expansion cone half angle of nozzle divergent section 

ß dimensionless proportionality factor between side force and 
momentum flow rate (Eq.2-94) 

y ratio of specific heats,   cp/cv 

Ah heat transfer potential 

V gradient operator (vector) 

?• divergence 

6 displacement thickness 
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fs 

0 

A 

ß 

k 
"i 

P 

Ps 

P so 

a 

l 

x 

Script Letters 

I 

thickness of insulating material 

mass flow fraction of condensed phase 

surface emissivity 

divergence angle 

thermal conductivity of gas 

thermal conductivity of wall material 

viscosity coefficient of gas 

chemical potential of species  i 

stoichiometric coefficient for species  i  appearing as a reactant 
in reaction k 

stoichiometric coefficient for species  i  appearing as a product 
in reaction k 

number of atoms of kind k  in molecule of type  i 

density 

specific gravity of wall material or of condensed particles 

stagnation density 

Stefan-Boltzmann constant 

dimensionless lag parameter (Eq. 2-78) 

shear stress per unit area on wall 

shock angle 

flow deflection angle 

symbol for a chemical compound 

combustion chamber length 

molecular weight of reaction products 

Subscripts 

c 

e 

chamber condition 

exit condition;   also chemical equilibrium 

gas property;   free stream conditions 
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o stagnation conditions 

s condensed-p^ase property 

t throat conditions 

w conditions of gas at wall 

I 
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Nozzle Flow and Characteristic Parameters 

1    Quasi-One-Dimensional Theory - Isentropic Expansion 

1. J.   Introduction 

The quasi-one-dimensional theory of compressible fluid flow provides the basis for 
evaluating and comparing the performance of rocket motors of all kinds,    Applica- 
tion of the theory to the process of conversion of heat to ordered kinetic energy of 
the propulsive fluid, which occurs in the rocket nozzle, produces relationships be- 
tween motor performance and properties of the propellants and of the motor design. 
These relationships are conveniently expressed in terms of formulas for a number 
of characteristic parameters that rocket engineers traditionally use in the selection 
and design of rocket systems.    The formulas  for the characteristic parameters 
are derived in tliis section. 

To understand the finer details of the following development, the reader must have 
knowledge of thermodynamics and of some of the elements of fluid mechanics, (1), 
(2),  (3),  (4).    However, a thorough knowledge of the material contained in these 
references is not an essential prerequisite for gleaning the principal points of the 
following discussion. 

The quasi-one-dimensional theory is an idealization of the full equations of aero- 
thermochemistry.    The idealization is useful in that it provides a sufficient basis 
for an approximate discussion of rocket motor performance.    For more accurate 
and more detailed analyses of rocket and nozzle performance, it is necessary to 
consider phenomena that cannot be described within tne framework of the idealized 
theory.     The non-ideal phenomena that are important in the nozzle flow for solid- 
propellant rockets are considered in the later sections of this chapter.    The full 
equations of aerothermochemistry, that are needed for accurate analyses of the 
combustion and flow processes in solid-propellant rockets, are developed in Chap- 
ter 6. 

The quasi-one-dimensional theory describes flow in a duct or channel and is based 
on the assumptions that the flow is steady in time and that flow properties are uni- 
form across every cross section of the duct.     Neither of these basic assumptions 
is exactly true;   for examp1?, viscous phenomena force the flow velocity to approach 
zero at the solid wall of i duct, regardless of how large the velocity in the center of 
the duct is.    Therefore, at best the quasi-one-dimensional theory is applicable only 
to average flow variables, space averages (over a cross section) in all cases and 
time averages as well if the flow is unsteady or turbulent.     Exactly how these aver- 
ages are to be computed from local, instantaneous flow variables is a subject that 
has received a considerable amount of study but has not been resolved completely. 
An approach to one aspect of this problem may be found in Ref. (3), pp. 87-89 and 
pp. 157-159;   a diiferent approach to another aspect of the problem is given in Ref. 
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(5).     In spite of these imprecisions associated with the basis of the quasi-one- 
dimencional conservation equations, the equations are often quite useful in practical 
problems and even in basic problems in fluid dynamics, yielding reasonably pood 
agreement with experiment and reproducing most of the essential results of much 
more sophisticated analyses that are based on considerably more complex equations. 
Furthermore, the equations can often be improved by introducing correction factors 
to account in an approximate way for nor-quasi-one-dimensionality.     We proceed 
now to develop and use the quasi-one-dimensional flow equation. 

1.2.   Derivation of Quasi-One-Dimensional Equations 

It is convenient to adopt the control volume illustrated in Fig.2-i.     At the axial 
position x, the cross-sectional area of the duct or channel is A, the density is p 
the pressure is p, the velocity is v, the internal energy per unit mass is u, and the 
enthalpy per unit mass is h.    At position x + dx, these quantities will have changed 
to A + dA, p + dp, p + dp, v f dv, u + du and h + dh.    All quantities represent 
averages.     Body forces, radiative transport, and axial components of transport 
vectors are neglected in the development. 

1.2.1. Mass Conservation    -   The mass of fluid per second flowing into the ele- 
ment shown in Fig. 2-1, across the surface located at position x, is pvA.     The mass 
of fluid per second flowing out of the element, across the surface located at x + dx, 
is (p + dp) (v + dv)(A + dA).    In steady flow, these two quantities must be equal 
since no mass can accumulate inside the control volume.     Expanding to first order 
in the differential quantities, we therefore find that : 

d(pvA) = 0, 

the integral of which is : 

pvA = m = constant , (Eq.2-1) 

where m is the total mass flow rate (mass/sec), which is independent of x.   Equat- 
ion 2-1 is a statement of the law of conservation of mass. 

1.2.2. Momentum Conservation   -   The law of conservation of momentum states 
that the time rate of increase of the x component of momentum of tne fluid within 
the control volume equals the x component of the sum of the forces acting on the 
fluid in the control volume. 

Wh^n fluid can flow across the surface of the control volume, the "time rate of 
change" of a quantity is composed of two parts, the change of the quantity at points 
within the control volume and the change aue to the fact that material possessing 
different values of the quantity may be transported into and out of the control vol- 
ume.    In steady flow, the change of the quantity at points within the control volume 
is zero.     Therefore, in the present development, by time rate of change of a 
quantity within the control volume, we mean the change incidental to the fact *hat 
material is transported across the surface of the control volume.     This time rate of 
change equals the mass flow rate multiplied by the difference between the value of 
the quantity per unit mass of fluid at x + dx and the value of the quantity per unit mass 
of fluid at x, in Fig. 2-1. 

The x component of momentum of the fluid entering at x in time dt is mvdt, while the 
x component ox momentum of the fluid leaving at x + dx in time dt is m(v + dv)dt. 
Hence, in a steady state the time rate of increase of the x component of momentum 
of the fluid within the control volume is : 

rh dv . 

; 
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(h*dh/ u*du     v+dv   p*dp       p+dp 

Fig. 2-1    Schematic diagram of control volume for deriving quasi-one- 
dimcnsional conservation equations. 
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The forces thai we shall consider are pressure forces, drag forces of objects loca- 
ted within the control volume   and friction forces on the wall. 

The x component of the pressure force on the surface located at position x is pA. 
The x component of the pressure force on the sur'ace at x + dx is - (p + dp) (A + clA). 
The A component of the pressure force on the wall is pdA, tn first order in differen- 
tial quantities.     Hence, to first order in differential quantities, the total pressure 
force on the fluid within the control volume is : 

- A dp . 

We denote the x component of the total drag force exerted on the fluid within the 
control volume by objects such as orifices,  screens, vanes, corners,  etc., by: 

- dD . 

These drags, which are a consequence of separation and skin friction effects, are 
difficult to calculate and therefore are generally measured empirically.     The con- 
ventional formula for the integral of dD for an object is : 

D = 1/2 i  v2A CD  , (Eq.2-2) 

where p,   v and A refer to conditions upstream from the object, and CD is a dim- 
cnsionless drag coefficient.     For many objects, values of Cu are tabulated in hand- 
books (6),  (7). 

The x component of the frictional force on the wall is - r
wdAw cos(0/?) where  rw is 

the shear stress per unit area on the wall, dAw is the wall area of the control volume 
and 0/2 is the divergence angle, illustrated in Fig. 2-1.    A dimensionless friction 
factor f is usually defined in such a way that : 

rw = pv2f,8 , (Eq.2-3) 

and a hydraulic diameter is defined as   : 

D = 4A/P , 

where P is the perimeter of the duct.     (Note that the hydraulic diameter reduces to 
the true diameter for a duct of circular cross section.)    Then, dAw  cos (0/2) = 
P dx = (4A D) dx, and the x component of the wall friction becomes   : 

-(1  2)pv2 Af clx/D   . 

The friction factor which appears in this formula has been studied both theoretically 
and experimentally.     For fully-developed laminar Poiseuille flow in a circular pipe, 
f = 64 Re.  where Re ^ pvD p is the Reynolds number based on the diameter of the 
pipe (p = coefficient of viscosity);   friction factors applicable to other conditions 
have been tabulated in handbooks and textbooks,  v8),  (7), see also Section 5. 2. 

Collecting the pressure, drag and friction forces arid equating them to the rate of 
increase of momentum, we find thai the equation for conservation of momentum 
becomes   : 

m %+ A !fc + a>r + (1/2)p v2f A D = ° • (Eq- 2~4) 

Unlike the equation for conservation of mass,  Eq.2-4 is a differential equation for 



which the integral cannot bo written down immediately. 

1.2.3.   Energy Conservation   -   The equation for conservation of energy is a state- 
ment of ihe first law of thermodynamics;   the heat added to th:? fluid in the control 
volume is the sum of the increase in the energy of the fluid in the control volume 
and the work done by the fluid in the control volume. 

in time dt, the internal energy m udt enters the control volume across the surface 
located at position x in Fig.2-1, while the internal energy iii (u +■ du)dt leaves th 
control volume across the surface located at position x + dx.     This contributes a 
term   : 

m du 

to the time rate of increase of energy. 
m(v    2)dt enters at x, and the kinetk e 
leaves at x + dx, thereby contributing 

m vdv 

Similarly, in tune dt the kinetic energ 
ergy m|(v + dv)" '2J dt - m(v    2)dt + ri 

gy 
m vdvdt 

to the time rate of increase of energy. The sum of these two terms appears as the 
time rate of increase of total energy in the statement of the first law of thermodyn- 
amics for a steady-state, open system. 

The main contribution to the work done by the fluid in the control volume is the so- 
called "displacement work".     In time dt, particles at the upstream edge of the 
control volume move a distance vdt against the pressure force pA, thus doing an 
amount of work pAvdt on the element.    In the same time interval, particles at the 
downstream edge of the control volume move a distance (v + dv)dt while experienc- 
ing the force (p + dp) (A + dA), thereby receiving the work (p + dp)(A + dA) (v + dv) 
dt» pAvdt + d(pAv)dt from the element.     The displacement work done per unit 
time by the fluid in the control volume is therefore   : 

d (p Av) . 

The fluid in the control volume may also do external work (e.g., driving a turbine); 
we let   : 

dw 

denote the external work done by the fluid in the control volume per unit time. 

We also let   : 

dq 

denote the heat added to the fluid in the control volr.me per unit time (e.g., by heat 
conduction across the walls of the duct). 

Then the equation for conservation of energy becomes   : 

dq = m du + m vdv + d(p Av) + dw   , 

the integral of which is   : 

q + constant = mu + mv /2 + p Av + w (Eq. 2-5) 

since vdv - d(v" 2).     Here q and w denote the total heat added per second and the 
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total work done per second between some definite upstream reference station and 
the local station along the duct. 

It is convenient lo introduce the enthalpy per unit mass, 

h     ii f p  o , (Eq.2-6) 

in order to combine the displacement work term and the internal energy term; 
can be seen from Eq. 2-1 that: 

niu + p Av - liih   . 

Thus, Eq. 2-T) can be written as : 

it 

h + v /2 = hsQ + (q - w) rh (Eq.2-7) 

where hsp is a constant, equal to the stagnation enthalpy (h + y/2) at the upstream 
reference station.    The last term in Eq. 2-7 obviously represents the heat added to 
the fluid per unit mass, less the external work done by the fluid per unit mass, dur- 
ing its history of migration from the upstream reference station to the local station 
(x).    In the absence of heat transfer and external work, Eq. 2-7 reduces to the 
statement that the stagnation enthalpy is a constant of the motion. 

1.3.   Isentropic Flow 

1.3.1.   Simplified Conservation Equations   -  In order to obtain an idealized theory 
for nozzle flow, we may assume that no external work is done by the system (w - 0), 
that the system is adiabatic (q = 0)   and that the system is reversible in a thermo- 
dynamic sense.     The assumption of reversibility implies that the last two terms in 
Eq. 2-4 vanish, since the viscous phenomena leading to drag and skin friction are 
necessarily irreversible.     The conservation equations (Eqs.2-1, 2-4 and 2-7) then 
become  : 

f> vA = m - constant (Eq.2-8) 

dv       dp       n p v -j- + -£- = 0 dx       dx (Eq.2-9) 

h   +  -=-   =  hSQ   -  constant (Eq.2-10) 

It is known from thermodynamics that the assumptions of adiabaticky and reversi- 
bility (ogether imply that the flow is isentropic.     Equations 2-8, 2-9 and 2-10 must 
therefore imply that entropy is constant.    Indeed, by employing the general thermo- 
dynamic relationship: 

Tds  =  du   + pd (1/p )   -  dh - l/7>dp (Eq.2-11) 

(T = absolute temperature, s 3 entropy per unit mass) along with Eq. 2-9 and the 
differential form of Eq. 2-10, on? can show that ds - 0, i.e., 

s   =  constant (Eq.2-12) 

[Equation 2-11, which is a familiar result for one-component systems, rests on the 
hypothesis that 'he flow is either chemically frozen    - in chemical equilibrium when 
it is applied to multicomponent, reacting gases;   see Section 2.2).     Equations 2-8, 
2-10 and 2-12 constitute a set of algebraic conservation equations governing isen- 
tropic flow. 



Now, it should be emphasized that if the thermodynamic properties of the fluid are 
known,  then Eqs.2-8,  2-10 and .'-12 are sufficient for determining all flow variables 
as functions of x, provided that the area variation A(x) is given.     This conclusion 
is a consequence ol the fact that Inermodynamic relationships (including the equat- 
ion of state and the caloric equation of state) enable one to express all thermodyna-   ' 
mic properties in terms of two independent thermodynamic properties.     Equations 
2-8,  2-10 and 2-12 thus constitute three independent relationships among two in- 
dependent thermodynamic variabler ind th   dynamical variable v.     It is possible to 
discuss isentropic flows on the basis of Eqs. 2-8, 2-10 and 2-12 without invoking 
any further assumptions concerning the thermodynamic properties of the fluid.   How- 
ever, because it often provides a reasonably good approximation to the true flow, we 
shall first introduce the additional assumptions that the fluid is a one-component 
ideal gas with constant heat capacities. 

1.3.2.   One-Component Ideal Gases with Constani, Heat Capacities   -   AJI ideal gas 
obeys the equation of state   : 

p  =   p RT   , (Eq.2-13) 

where R is the gas constant per unit mass (the universal gas constant divided by the 
molecular weight).   For a one-cor.1  on^nt ideal gas, it can be shown from Eq.2-13 
by thermodynamical reasoning tha   ehe enthalpy h is a function of temperature alone. 
If, further, the specific heat at constant pressure, cp = (3 h/dT)p, is assumed to be 
constant, then   : 

h   --  CpT   +  constant   . (Eq.2-14) 

We assume that the notation of thermodynamics concerning partial differentiation is 
known to the reader (2). 

From Eqs. 2-11, 2-13 aiiu 2-14, it can be shown that the entropy is given by   : 

s = R { [ y/(y 1)] in T - In p } + constant 

= H { [ \/{y - 1)] In T - In p }   + constant 

= R { [l/(y-1)] In p-[y/(y - 1)] lnp }+ constant   , (Eq.2-15) 

where y -■ Cp/cv is the ratio of specific heats.   [The specific heat at constant vol 
ume is defined as Cv   = ( 3 u/3 T)~   = cP - R, in which the last equality is a conseq- 
uence of Eqs. 2-6, 2-13 and 2-14. ] 

The equations for quasi-one-dimensional, isentropic flow of a one-component, ideal 
gas with constant heat capacities are conveniently studied by employing the Mach 
number as a parameter.     The Mach number is defined as   : 

M  = v/a  , 

where a is the velocity of sound.     The velocity of sound is the speed at which a 
small-amplitude, longitudinal wave propagates in the fluid;   it can be shown to be 
given by a   =   |(3p/0p )£,]5 , which is a thermodynamic property of the system. 
From Eqs. 2-13 and 2-15 it can be seei- that   : 

a   =      JYKT~ (Eq.2-16) 

for a one-component, ideal gas with constant heat capacities.     Equations 2-8,  2-10 
and 2-13,  2-16 can be used to express flow variables in terms of Ma^h number. 
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By using Eq. 2-16  Eq. 2-10 can be written as   : 

h   -   (y/2)  RTM2   =  h,0   . 

As a convention, we may set the constant in Eq. 2-14 equal to zero.    Then, from 
Eq. 2-14 and the preceding relationship, we obtain   : 

fpT(l+3 5_  M2)   =  hs0  , 

which, in view of the definition of y,   can be written as   : 

T  =  T s0 0 +   X^-   M2) _1   , (Eq.2-17) 

where Tgo = hso/c   is the stagnation or total temperature, which is constant in 
adiabatic flow." 

Equations 2-12 and 2-113 imply that   : 

p/Tv/(Y ~ J)   =  constant 

and that   : 

p,V    =  constant  , 

which are veil-known relationships for isentropic processes.     In view of Eq. 2-17 
the first of these expressions implies that   : 

P -pn(i +2-L    M2)-y/(y-i)    f 
"'s0 T (Eq.2-18) 

Finally, a relationship between the Mach number and the cross-sectional area can 
be obtained from Eq. 2-8 by employing Eqs. 2-19 and 2-20.    Thus, we find : 

P =Ps0    <*   + 
'- 1   . s\-l/(y-U 

(Eq.2-19) 

In Eq.2-18, the symbol psQ has been introduced for the constant obtained in the 
derivation;   from Eq.2-18 it is obvious that psQ is the pressure at a point where 
M   -  0 (stagnation conditions) in the isentropic flow, and therefore ppQ represents 
the stagnation pressure, which is constant for isentropic flow.     Similarly, the 
constant ps0   = PSQ/RTSO, which appears in Eq.2-19, is the stagnation density. 
[An expansion of Eq. 2-18 for small values of M shows that pfiQ = p + (p v2/2) { 1 + 
M2/4 + O (M4) | , thus implying that at low Mach numbers the stagnation pressure 
approaches p + o v2/2, which is a familiar formula for incompressible flow. ] 

The velocity ca^. be expressed in terms of the Mach number by using Eqs. 2-16 and 
2-17.    The result is   : 

vrRTT 0 M (1 +   1~  M2)-2, (Eq.2-20) 

Finally, a relationship betv/ccn the Mach number and the area c;in be obtained from 
Eq. 2-8 by employing Eqs. 2-19 and 2-20.    Thus, we find   : 

-—     -  il  tmuin ■'    -    -^   "*" 
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1 
T" I   M'l{l^^){r+l)/[2h/'1)]   ' (Eq'2"21) 

Since the leading coefficient on the right-hand side is a constant in each of the Eqs. 
2-17 to 2-21 ea^i. equation relates a property to the Mach number, at every point in 
the flow, provided that this property is known at any one value of the Mach number. 
For graphs or tabulations, it is therefore convenient to select a reference Mach 
number and to plot or list the ratio of the local value of ihe property to the value of 
the property at the reference Mach number, as a function of the local Mach number, 
for various values of the one remaining parameter y .   For T, p and p , the refer- 
ence Mach number is chosen to be zero.     However, according to Eqs. 2-20 and 2- 
21, v vanishes and A approaches infinity as M goes to zero.    Therefore M = 0 is 
not an acceptable reference condition for velocity or area.     For reasons that will 
appear below (Section 1. 4. ?), the value M = 1 is chosen as the reference condition 
for velocity and area, and values of properties at M = 1 are identified by the sub- 
script t.    Equations 2-17 - 2-21 thus enable us to plot or list T/TgQ, p/pso, p/pBQ, 
v/vt and A/Atas functions of M for various values of y .    One such graph, for y  = 
1. 4, is shown in Fig. 2-2.     Tables which cover values of y ranging from 1.0 to 
1. 67 and which are useful in performing accurate calculations for isentropic flow 
problems, may be found in Ref. (8) as well as in a number of other sources. 

1.4.   Nozzle Flow 

1. 4.1.   Choking in Isentropic Flow   -   From Fig. 2-2 it is seen that the area ratio 
A/At decreases with increasing M for M <  1, passes through a minimum at M = 1, 
and increases with increasing  M for M   > 1.     Since the velocity is seen to be a 
monotonically increasing function of M in Fig. 2-2, we may conclude that in order 
to accelerate the flow, one must cause A to decrease if M <  1 and to increase if 
M > 1.     The purpose of a nozzle is *o accelerate the flow.     Therefore, in order 
to construct an isentropic nozzle in which the Mach number passes from an up- 
stream value less than unity to a downstream value greater than unity, it is nec- 
essary to contour the nozzle so that the flow converges for M <   1 and diverges for 
M > 1.     Such a convergent-divergent nozzle is called a deLaval nozzle.     The Mach 
number is unity at the minimum area, or throat, of a deLaval nozzle.     Thus, the 
subscript t in Fig. 2-2 identifies conditions at the nozzle throat.     Figure 2-2 also 
shows that the temperature, pressure and density decrease monotonically as M in- 
creases in a deLaval nozzle.    As M approaches infinity, A must approach infinity, 
and T, p and p approach zero, but v approaches a finite non-zero limiting value 
{equal to [2 y RT^Q/{Y - l)]z , according to Eq.2-20;  which represents the maxi- 
mum velocity that can be achieved in an isentropic expansion. 

Although Fig. 2-2 is valid only for a one-component, ideal gas v/ith constant heat 
capacities (and, moreover, only for y = 1.4), nevertheless all of the results that 
we have just stated (except, of course, the formula for v in the limit of infinite M) 
remain valid for an arbitrary working fluid.     They can be derived from Eqs. 2-8 - 
2  12 and the result a2   =   (dp /dp )9 alone.     Thus, for example, the differential 
form of Eq. 2-8 can be written as   : 

dv       d p      dA A 
v p A 

which can be expressed as   : 

dv       dp    • dA        n 
v       pa        A 

in view of Eq. 2- 12.     Substituting Eq. 2-9 for dp into this expression yields   : 

I 
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Fig. 2-2    Isentropic flow functions for a one-component, ideal gas with 
y = 1.4. 
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Fig. 2-3    Flow development in a deLa'al nozzle. 
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^   (1 ~M2)   + ^-   = 0   , (Eq.2-22) 

which proves quite generally the assertion that was made in the second sentence of 
the preceding paragraph. Similar arguments may be employed to derive the other 
results. 

'Choking' is said to occur in an isentropic deLaval nozzle, whenever the Mach num- 
ber at the throat is unity.    Since small disturbances propagate at the sonic velocity 
(M = 1), a small disturbance generated downstream from a sonic throat cannot pro- 
pagate upstream past the throat in the fluid to inform the oncoming flow of its pres- 
ence.    Therefore changes in downstream conditions will not affect the upstream 
stagnation conditions, the upstream property profiles or the mass flow rate.    This 
is one reason for the terminology choked flow.    We might also remark that if one 
adds an additional contraction section onto the downstream end of a convergent 
nozzle in which the exit Mach number is unity, then the upstream conditions must 
necessarily change for a steady-flow solution to exist. 

1. 4. 2.   Flow in deLaval Nozzles   -   It is instructive to consider what happens in a 
deLaval nozzle of fixed geometry and fixed upstream stagnation conditions as the 
exit pressure of the nozzle is gradually decreased.    The rewriting pressure pro- 
files, on the basis of quasi-one-dimensional theory, are illustrated in Fig. 2-3. 
Initially, with the exit pressure equal to the stagnation pressure, the pressure is 
uniform and there is no flow.    As the exit pressure is decreased, flow begins and 
velocities remain subsonic throughout the nozzle,    Eventually, at the first critical 
exit pressure (curve C in Fig. 2-3), the velocity becomes sonic at the throat.    As 
argued above and illustrated in Fig. 2-3, at all lower exit pressures the flow in the 
upstream portion of the nozzle remains unchanged.    However, on the basis of our 
isentropic flow equations, there is no flow solution for exit pressures below the 
first critical value, except for the solution in which the flow is entirely supersonic 
in the downstream portion of the nozzle, which occurs at the third critical exit 
pressure (curve H of Fig. 2-3).    The third critical exit pressure is the 'design' exit 
pressure of a deLaval nozzle.    Supersonic nozzles wit! exit pressures above the 
third critical value are termed 'overexpanded', those with exit pressures below the 
third critical value are termed 'underexpanded'.    At exit pressures between the 
first and third critical values and also below the third critical value, our isentropic 
quasi-one-dimensional theory yields no solution.    The nature of the nozzle flow 
under these conditions requires further consideration.    We now proceed to intro- 
duce the concepts that are required. 

1. 4.3.    Shock Waves   -   As the exit pressure is reduced from the first critical 
pressure to a value slightly below this pressure, sound signals can move upstream 
only as far as the nozzle throat.   This results in acceleration of the fluid just down- 
stream from the throat.   The flow ;ust downstream from the throat therefore be- 
comes supersonic, while the flow in most of the downstream part of the nozzle is 
subsonic.   Supersonic flow cannot become subsonic isentropically in a diverging 
section.   However, if we permit a nonisentropic discontinuity to occur in flow 
properties (e. g., curve D in Fig. 2-3) then we can match the supersonic and sub- 
sonic flows.   Such a discontinuity, which is called a normal shock wave, must of 
course satisfy the conservation equations even though the requirement of isentropic 
flow is removed.   The equations relating properties on the upstream and downstream 
sides of a shock wave are developed below. 

Since a normal shock is assumed to occur at a plane normal to the flow direction, 
there is no change in area in passing through the shock wave.    When A = constant, 
the conservation equations are simplified.     Equation 2-1 becomes   : 

0v   =  m/A   =  constant   . (Eq.2-23) 

1 
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Momentum conservation,  Eq. 2-4,  may be integrated formally to yield  : 

pv2   + p   +  D/A   +  /|pv2fdx/D  =  constant   . (Eq.2-24) 

Energy conservation, in adiabatic systems with w   =  0, again reduces to Eq. 2-10. 

According to Eq. 2-23, properties on the upstream (subscript 1) and downstream 
(subscript 2) sides of a normal shock w-*ve must obey the condition   : 

Plvl   = *>2V2   • (Eq.2-25) 

Now, since the flow is isentropic upstream and downstream of the shock wave, D is 
zero at stations 1 and 2 (even though it differs from zero in the interior of the wave). 
Also, since the shock wave has negligible thickness, the integral of the wall friction 
term is negligible.   Therefore Eq. 2-24 yields : * 

Pi \2   + Pi   = P2 
v23   +P2   • (Eq.2-26) 

Finally, Eq. 2-10 provides the condition   : 

hx  + V!2/2   =  h2  + v2
2/2   . (Eq.2-27) 

Equations 2-25, 2-26 and 2-27, together with thermodynamic properties of the 
system, will determine properties on one side of a normal shock wave from the 
properties on the other side. 

For a one-component ideal gas with constant heat capacities, one can show from 
Eq. 2-25, 2-26 and 2-27 that   : 

M2
2   =   [2 + ( y - 1) Mx

3 ] / [2 y Mx
2 - (y - 1)] (Eq.2-28) 

T2/T1 = [2r Mt
2- (y- l)][(y- \MX

2 + 2]/(y + l)2 M^                 (Eq.2-29) 

p3/p1 = [2yMI
2-(r-i)]/(y+l)   , (Eq.2-30) 

and      p2/Pi =v1/v2 = (y + I) Mx
2/[(y - 1) Mx

2 +2 ]   . (Eq.2-31) 

Stagnation properties (other than Tso) also change across a normal shock;   approp- 
riate expressions for the changes can be obtained by substituting Eqs.2-18 and 2-19 
into Eqs. 2-30 and 2-31.     As an aid in computation, the preceding quantities are 
tabulated as functions of M1 for various values of y in Ref. (8) and elsewhere. 

We might mention that in constant-area flow, the equation   : 

h   +    *   (m/A)2/p2   =  constant (Eq.2-32) 

defines a curve in the h - p plane when (m/A) is specified.    Thermodynamic re- 
lationships may be used to transform this curve into a curve in a plane whose co- 
ordinates are given by any pair of thermodynamic properties (provided that restric- 
tions such as chemical equilibrium or chemically frozen flow are employed to re- 
duce the total number of thermodynamic variables to two).    When transformed to 
the h-s plane, Eq.2-32 is useful for studying constant-area, adiabatic flow with 
friction (and with no external work).     The curve in the h-s plane represented by 
Eq. 2-32 is called the Fanno line.    In a similar manner, the relationship between 
thermodynamic properties defined by the equation   : 

p   +   (m/Af/p   -  constant   , (Eq.2-33) 

when (m/A) is specified, is termed the Rayleigh line and is useful for studying con- 
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staut -area, frictionless flows with heat addition.    By comparing Eqs.2-32 and 
2 33 with Eqs. 2-20 and 2-27, it can be seen that conditions on the upstream and 
do> nstream sides of a normal shock wave are represented by the intersection of 
the Rayleigh line with the Fanno line.    This is illustrated schematically in Fig. 2-4. 

Of course, the discontinuity represented by the normal shock wave cannot be of 
exactly zero thickness.    The viscous terms in the momentum equation become 
large as dv/dx increases and approach infinity as dv/dx—*°° .    The interior struc- 
ture of a shock wave can be calculated from the full equations of fluid dynamics 
describing steady-state, constant-area, one-dimensional flows in which all proper- 
ties become uniform at x = + oo .    The solutions to these equations show that shock 
wave thicknesses are of the order of a few molecular mean free paths, a result 
which has been borne out experimentally.     Therefore shock thicknesses are indeed 
negligible compared with characteristic dimensions of practical nozzles.    However, 
the flow in real nozzles is not exactly quasi-one-dimensional and inviscid outside of 
the shock wave, and therefore a somewhat more gradual increase in pressure is 
observed experimentally in a real nozzle instead of the sharp increase illustrated in 
Fig.2-3. 

Equation 2-28 shows that if the Mach number on one side of a normal shock wave is 
subsonic, then the Mach number on the other side is supersonic, and vice versa. 
Solutions to the full equations of fluid dynamics for the structure of a shock wave 
show that the Mach number upstream is always supersonic and the Mach number 
downstream is always subsonic (as implied by the notation on Fig. 2-4).    Thermo- 
dynamical arguments alone imply that this must be so, since Eqs. 2-25 - 2-27 can 
be employed to show that were it not so then the entropy upstream would exceed 
the entropy downstream, a condition which the adept thermodynamicist could readily 
exploit to construct a machine that would violate the second law of thermodynamics. 
Supersonic upstream conditions and subsonic downstream conditions are consistent 
with the requirements of the nozzle flow problem (Fig. 2-3). 

Shock waves are so thin that the equations of fluid dynamics are of questionable 
validity in the interior of a shock wave.    Analyses of shock structure based on the 
kinetic theory of gases have been completed.    They indicate that fluid dynamics 
provide an accurate description of shock structure only for weak shocks (shocks in- 
volving a small pressure jump).    However, the results that we have just cited con- 
cerning the order of magnitude of the shock thickness and the entropy and Mach 
number changes across the shock are supported by the kinetic theory studies. 

Returning now to Fig. 2-3, we remark that when the exit pressure is assigned a 
value slightly below the first critical pressure, then the isentropic flow equations 
and shock wave equations yield a unique solution for the location of the normal shock 
and for the property profiles.     For exit pressures near the first critical pressure, 
the normal shock is weak and is located near the throat.     As the exist pressure is 
decreased more, the shock becomes stronger and moves farther downstream (curves 
E and F of Fig. 2-3).    Eventually, at a second :ritical exit pressure, the normal 
shock sits right at the exit of the nozzle.    Thus, introducing normal shocks enables 
us to construe' How fields for all exit pressures except those lying between the sec- 
ond and third critical pressures and below the third critical pressure.    Non-one- 
dimensional phenomena must be considered in d*"cussing nozzle flows in the two 
remaining regimes of exit pressure. 

1. 4. 4.   Non-one-dimensional Flows in Nozzles   -   Knowledge of oblique shock waves 
and of Prandtl-Meyer expansion fans is needed for understanding exit flows in the 
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Fig. 2-4     Schematic diagram of Fanno and Rayleigh lines, showing 
normal shock wave as intersections. 

TYPICAL   STRtAMLINE 

WALL 

TYPICAL   STREAMLINE 

OBLIQUE 
SHOCK 

Fig. 2- 5      Schematic diagram of oblique shock wave and of Prandtl- 
Meyer expansion fan. 
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A shock wave may sit at any angle <p relative to the velocity vector of a uniform 
stream (see lower part of Fig. 2-5).     Across any such 'oblique' shock wave, the 
equation for mass conservation and the equation for conservation of the component 
of momentum normal to the shock wave imply that Eqs.2-25 and 2-26 remain valid 
provided that each velocity appearing therein is replaced by the corresponding nor- 
mal component of velocity.    On the othei hand, stagnation enthalpy conservation 
applies along a streamline, and therefore the magnitude of the velocity appears in 
Eq. 2-27.    In addition to these equations,  momentum tangential to the shock wave 
must also be conserved;   this condition implies that the tangential component of 
velocity is continue us across the shock wave.    The normal component of velocity 
on the downstream side of the wave is less than that on the upstream side and 
therefore the flow turns toward the oblique shock in passing through the wave.   For- 
mulas analogous to Eqs. 2-28 - 2-31, can be derived:   in particular, one finds 
that   : 

M
2 =        2t(yl)M1

2 + 2MX
2 cos2 <p f        (Eq.2-34) 

2y M^sin3^- (y - 1) 2 My - 1) M^sin2 <p 

P2/Pa   =   12YM* sin2 <p- (y- 1)] ' {y + 1)   , (Eq.2-35) 

and 

cot x =   tan rp 
H)Mi2 

L 2CM!2 sin2 </?-!) 

- 1 (Eq. 2-36) 

where <p is the shock angle and x  is the deflection angle of the flow.     The velocity 
upstream from an oblique shock is always supersonic, while the velocity downstream 
may be either subsonic or supersonic, depending on the values of M1 and <p .    Vel- 
ocities downstream from oblique shocks are often supersonic.    The downstream 
pressure always exceeds the upstream pressure, and the entropy of the fluid in- 
creases in passing through the wave. 

Expansions through which the pressure d^^reases occur continuously instead of at 
discontinuities in steady non-one-dimensional flows.   These rarefactions can be 
isentropic.   A particular example of a steady, two-dimensional, isentropic rare- 
faction is the Prandtl-Meyer expansion of a supersonic flow about a sharp corner, 
illustrated in the upper part of Fig. 2-5.    For a one-component ideal gas with con- 
stant heat capacities, the Prandtl-Meyer expansion is described by the equation : 

J*3_ (M2 - 1)|    - tan_i  v*M2 - 1 + constant, 
L r + 1 J (Eq. 2-37) 

where x is the local flow deflection angle and M is the local Mach number.    Other 
flow variables are related to M by the isentropic conditions (Eqs. 2-17 - 2-20). 
Given MJf one can use Eq.2-37 to calculate M2 for a given deflection angle (X2   - 
X ^, and then the isentropic equations can be used to calculate the other flow var- 
iables at station 2.     (Tables are available to facilitate the use of Eq. 2 37 and also 
of Eqs. 2-34 - 2-36.)    The value of M must exceed unity everywhere in the Prandtl- 
Meyer expansion, and M and v always increase while p, T and p decrease as x 
increases.    There is a maximum turning angle X   (the value of which depends on 
y) at which p goes to zero, M goes to infinity, and Ma^h lines become parallel to 
streamlines. 

J> 
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For exit pressures lying between the second and third critical values, the flow at 
the exit must be compressed to a pressure greater than the design pressure but 
less than the pressure behind a normal shock wave.     Equation 2-35 implies that 
this can be accomplished non-one-dimensionally by means of an obi que shock wave 
with an angle ip    <  90° determined by the value of the exit pressure.    After cal- 
culating tp   from Eq. 2-35, one can compute the flow deflection angle from Eq. 2-36. 
The resulting exit flow pattern, which can be mapped out by considering equations 
governing oblique shock waves, two-dimensional, isentropic expansions and com- 
pressions and their interactions, is illustrated in Fig.2-6a. 

For exit pressures lying below the third critical value, the flow at the exit  :an ex- 
pand non-one-dimensionally through an isentropic rarefaction fan until it reaches 
the prescribed exit pressure.     (Thus, whenever the exit pressure is below its sec- 
ond critical value, the pressure at the exit plane in the nozzle equals the design 
exit pressure.)    In an ideal-gas, two-dimensional flow approximation, the Mach 
number after the external expansion can be calculated from Eq.2-18 (with p equal to 
the exit pressure), and then the defljction angle is given by Eq.2-37.     The com- 
plete exit fiow pattern is illustrated in Fig.2-6b.    A photograph of the beautiful 
pattern is shown in Fig. 2-7;   the compressions heat the flow and cause it to be- 
come luminous.     Thus, solutions for the flow through a de.La.val nozzle (Fig. 2-3) 
have been obtained for all values of the exit pressure. 

More detailed descriptions and more accurate calculation procedures for idealized 
non-one-dimensional flows in supersonic nozzles can be based on the theory of 
characteristics of axially symmetrical flows [see, for example, Chapter 17 of Ref. 
(4)].    Some results derived from this "-ew will be discussed later (Section 5. 1). 
However, the greatest drawback to the preceding discussion is that non-ideal 
phenomena, such as flow separation in overexpanded nozzles, are not considered. 
These real effects, which modify some of our statements concerning the qualitative 
nature of the flow, also will be covered in Section 5. 

1.4.5. Nozzle Flow Formulas - Since the upstream flow profiles in a nozzle are 
independent of the exit pressure so long as the Mach number at the throat is unity, 
it is convenient to calculate the mass flow rate through a nozzle with sonic throat 
conditions by using the throat area. For a one-component ideal gas with constant 
heat capacities, the appropriate expression for the mass flow rate can be obtained 
by setting M = 1 and A = At in Eq. 2-21 and then solving for m.     The result is   : 

m  =   AtP?Q Vy/RTp0[(2/(y + 1)] {y + 1)/[2(y " 1)]    ' (Eq. 2-38) 

Equation 2-08 gives the mass flow rate in terms of the throat area and stagnation 
conditions.     If the fluid is not an ideal gas, then Eqs. 2-8, 2-10 and 2-12 must be 
employed in obtaining the mass flow rate f.om the throat area and stagnation con- 
ditions. 

A general formula for the exhaust velocity of a nozzle in terms of the stagnation en- 
thalpy and me enthalpy at the exit of the nozzle follows from Eq. 2-10.   It is   : 

v
e   =      V2(h,0 -hpT • (Eq.2-39) 

If the nozzle flow is isentropic, then the value of he appearing in Eq. 2-39 can be 
related to the pressure at the exit station of the nozzle and to stagnation conditions 
through Eqs. 2-8, 2-10 *md 2-12.     It is desirable to express ve in terms of exit 
pressure because this is one of the experimentally adjustable oarameters.    For 
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Fig. 2-6   Schematic diagram of exit flow when the value of the exit 
pressure lies between the second and third critical pressures 
over expanded, diagram (a) and when the value of the exit 
pressure lie.s below the third critical (design) exit pressure 
under expanded, diagram (b).    Single lines are oblique 
shocks, multiple lines are expansion or compression fans, 
dashed lines are jet boundaries and arrows are flow stream- 
lines. 

Fig. 2-7    Photograph of an underexpanded jet;  the succession of 
wedge-shaped expansions and contractions is clearly shown. 

VELOCITY = ve 

PRESSURE=pe 

AREA 
=Ae^- 

MASS FLOW 
RATE = m 

, NO FLOW AND PRESSURE =pa (AMBIENT) 
I ALONG ENTIRE CONTROL SURFACE EXCEPT 
I       AT EXIT PLANE 

Fig. 2-8    Schematic diagram of measurement of thrust of a solid-pro- 
pellant rocket on a test stand. 
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isentropic flow of a one-component ideal gas with constant heat capacities, we find 
from Eq.2-39 (using h - RTy/(y - 1) and p/T^Ar - 1) = constant) : 

^of1-^) 
p   \ (r - V/y -, ,1/2 

(Eq. 2-40) 

which is useful for calculating the exit velocity at design conditions. 

The exit to throat area ratio at design conditions for isentropic flow of a one-corn- 
porent ideal gas with constant heat capacities can be shown from Eqs.2-18 and 2-21 
to be expressible as  : 

A e 

Ä7 2 ■' hh) 
fy+l)/[2(y-l)] s pe   N   -1/V 

\p 

.H/n"1/2 

—   "1/V fi-/—f ~l)/y ] 
*0' '       VPsO/        (Eq^2- (Eq, 2-41) 

For convenient use, functions appearing in this section are plotted versus p.^/pe 
for various values of y in textbooks, e.g., pp. 60-69 of Ref. (9). 

1. 5.   Thrust and Rocket Performance Parameters 

1. 5.1.   Derivation of Thrust Formula   -   The thrust of a solid-propellant rocket is 
the total force exerted on the motor case by the propellant gases.    Static thrust can 
be measured by firing the rocket on a test stand equipped with instrumentation for 
recording the reaction force required to keep the rocket stationary, as shown sche- 
matically in Fig. 2-8.    Thrust can be calculated from flow variables by integrating 
pressure and shear forces over the interior of the motor case.    However, a simp- 
ler method for calculating the static thrust is to employ a force balance for the 
control volume illustrated in Fig. 2-8. 

According to Newton's law, the axial component of the force acting on the control 
volume must equal the time rate of change of the axial component of momentum.  The 
force is composed of pressure forces and the reaction force, while the momentum 
change is associated only w'th the flow of propellant gases across the exit plane 
(since the velocity of the motor, solid propellant and other equipment is identically 
zero and the flow inside the rocket motor is assumed to be steady).    Hence, 

p A    =  m v V (Eq.2-42) 

where F is the axial thrust, mis the total mass flow rate across the exit plane, ve 

is the axial component of the velocity at the exit plane averaged over the exit area, 
pe is the pressure just inside the exit plane, also averaged o^er the exit area, pa is 
the ambient pressure, and Ar is the exit area of the nozzle.    The area Ae appears 
on the left-hand side of Eq. 2-42 because pressure forces over the rest of the area 
of the control volume cancel. 

Although it was derived for static systems, clearly Eq. 2-42 can be used also under 
dynamical conditions.     For example if at some instant of time the system is at rest 
but the thrust bearing support in Fig. 2-8 is removed, then at that instant F equals 
the time rate of change o/ momentum of the rocket system (everything contained in 
the control volume of Fig. 2-8), which again is what we would call the thrust of the 
rocket motor.    Alternatively, if the rocket is in steady flight at a constant altitude, 
then the acceleration is zero and F equals the sum of the aerodynamic drag forces 
on the rocket vehicle (including those arising from the interaction of 'he external 
exhaust jet with the external flow field).    In accelerating flight at nonzero velocity, 
F is the sum of the axial drag forces and the time rate of change of axial momentum 
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of the vehicle. In all cases, F is obviously to be interpreted as the axial thrust of 
the rocket motor 

2.5.2.   Theoretical Thrust Formula;   Maximum Thrust   -   By assuming that the 
nozzle flow is isentropic and quasi-one-dimensional, that properties are uniform 
across the exit plane and that the exit velocity vector lies in the axial direction, we 
can write down a formula for the thrust F in terms of motor r.nd flow conditions, 
provided that the working fluid is a one-component ideal gas with constant heat 
capacities.     Thus, by substituting Eqs. 2-3ft and 2-40 into Eq. 2-42, we obtain   : 

(Eq. 2-43) 
If the ratio of chamber area to throat area is sufficiently large, then chamber con- 
ditions are approximately equal to the stagnation conditions at the throat, and psQ 
can be replaced by the chamber pressure pc in Eq. 2-43. 

At the design exit pi essure, pe = p . d only the first ten i in Eq. 2-43 contributes 
to F. The second term in Eq. 2-4J produces a positive contribution to F for over- 
expanded nozzles and a negative contribution for underexpanded nozzles. 

Equation 2-41 may be substituted for the ratio Ag/At in Eq. 2-43.    The result is   : 

f=[l-X^1)/r iqi + ly-D/^K^Il-^'^l^N)     ,   (Eq. 2-44) 

where f = (F/pg0A^ [(y-l)/2y2p   [(y+l)/2] (? +l)/f2(y-1)1, x spe/ps0anda = 
p /ps0.    Differentiating Eq. 2-44 twice with respect to x shows that df/dx = 0 and 
d2f/dx2 < 0 at x = a.    This indicates that, for given stagnation conditions and a 
given throat area (implying also a given m, see Eq.2-38), the thrust is maximum 
when the value of the exit area is such that pe = pa, i.e., at design conditions. 
The same result applies for isentropic flow with an arbitrary working fluid, since 
differentiating Eq.2-42 and employing Eqs. 2-8 and 2-9 shows that dF = mdve + 
Aedpe + (pe - p..) dAe = (pe - pa) dAe—*0 at pe = pa and that d2F - (pe - pa) d2Ae + 
dpedAe—dPedAe = - (m/ve)(dve)

20yle2-l) < 0 at pe = Pa. 

1. 5. 3. Thrust Coefficient - The thrust coefficient is a dime »signless measure of 
the thrust of a rocket motor.    It is defined as   : 

CF   = F/pcAt   , (Eq.2-45) 

where F is thrust, At is throat area, and pc is chamber pressure,    A test-stand 
measurement of F, combined with a pressure-gage measurement of pc. and a geom- 
etrical measurement of Ab yields a value of CF directly from experiments. 

Equation 2-43 implies that CF depends largely on the nature of the expansion pro- 
cess that occurs in the nozzle.     Subject to the restrictions imposed in obtaining Eq. 
2-43 and also to the restriction that psQ = pc, Eq. 2-43 obviously provides an explicit 
formula for CF which we need not reproduce here.     For convenience of use, curves 
of CF   vs. Ae/Atfor various values of pa/Pc> as obtained from Eq. 2-43 under the 
above restrictions, are given in textbooks,  (9),  (10).   One such curve is given in 
Fig.2-9a.   It can be seen from these graphs or from the formulas that the thrust co- 
efficient andthohrust achieve their largest values as pe/pc andpa/pc approach zero. 

Clearly, the thrust coefficient achieves a maximum value under the same conditions 
that the thrust achieves a maximum value (design conditions).     The maximum value 
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(if the thrust coefficient is termed the optimum thrust coefficient and is denoted by 
CF°.    If Eq. 2-43 is valid with psQ - pc, then CF°   is given by the first term in the 
brackets in Eq. 2-43.      The optimum thrust coefficient determined in this manner 
is plotted as a function of p   p   for various values oi y   in Fig. 2-9b, (9),  (10). 

Effects of losses and of nonideal behavior on C   are considered later. 

1.5.4.   Characteristic Velocity   -   The characteristic   clucity is related to the rate 
at which mass flows through the nozzle.     It is defined as   : 

c*   :   pcAt/m   , (Eq.2-46) 

where pc is chamber pressure, At is throat area and m is mass flow rate. It can 
be seen from Eq.2-46 that the units of c * are always those of a velocity. As with 
Cp c* can be measured experimentally; in order to obtain c* one must measure 
the mass of the propellant and the burning time in addition to p( and Av 

The value of c* is independent of processes occurring downstream from the throat 
of the nozzle.     Primarily, it is characteristic cf conditions in the combustion cham- 
ber.    If we assume that the stagnation pressure and temperature at the throat equal 
the chamber pressure and the chamber temperature, and that the flow from the 
chamber to the throat corresponds to an isentropic process in a one-component ideal 
gas with constant specific heats, then we may use Eq.2-38 to obtain an explicit ex- 
pression for c* in terms of the chamber temperature.    The result is   : 

c*-   JWT^ [(y+Vftfr+VWr-W    , (Eq.2-47) 

where Tc is the chamber temperature and where it should be remembered that the 
gas constant per unit mass, R, is inversely proportional to the molecular weight of 
the gas that flows from the chamber to the throat. 

Fr^m Eq. 2-47, it can be seen that the value of c* depends on the amount of heat re- 
leased in the combustion chamber and on the molecular weight of the product gas. 
Large values of c* are desirable (see discussion of specific impulse), and thus large 
heat release and low molecular weight are desirable.     Typical values of c* for 
solid-propellant rockets range from 4000 to 6000 ft/sec. 

ID the design of solid-propellant rockets, often the reciprocal of c* is used instead 
of c* .     The reciprocal is termed the mass flow factor.     It is given either in units 
of a reciprocal velocity or, through multiplication by a gravitational-constant con- 
version factor, in units of reciprocal seconds.     We shall use c* instead of the mass 
flow factor. 

1. 5. 5.   Specific Irrpulse   -   The performance parameter that is used most of all is 
the specific impulse.    It is defined as the ratio of the thrust to the mass flow rate, 

Isp   =   F/rh   . (Eq.2-48) 

However, a gravitational conversion factor is always included in the definition (the 
mass flow rate is expressed as weight per second), so that the units of I T are sec- 
onds.     We consistently omit all conversion factors from our formulas, it being 
understood that conventional units are used.    Obviously, Isp can be measured on a 
test stand. 

The terminology 'specific impulse' can be justified as follows.   The total impulse 
delivered by the rocket motor is   : 
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Fig. 2-9(a)    Thrust coefficient as a function of area ratio for various 
ratios of chamber-to-ambient pressure. 
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Fig. 2~9(b)    The optimum thrust coefficient as a function of the 
chamber to ambient pressure ratio for various values of 
the ratio of specific; heats. 
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I " F rif 

where fh i" the burning time.    If F is constant over the burning time, then I = Ftb . 
If the mass flow rate of propellant is constant over the burning time, then the total 
mass of propellant consumed is m - mtb.    Therefore the ratio of the impulse to the 
mass of propellant is I/m = F/m = I8p.    Thus, with constant thrust and constant 
mass flow rate, the specific impulse is the impulse per unit mass.    By our definit- 
ion (Eq.2-48), I     is an instantaneous quantity that can differ from I/m for nonzero 
burning times if F and/or m vary during a firing.    Particularly for solid propellant 
rockets, it is i/m rather than I    that is generally measured on a test stand. Never- 

that 

ap 
theless, we prefer to define I as an instantaneous quantity because it then has 
greater relevance to nozzle flow and also to vehicle performance [e.g., the Isp 
appears in generalizations of Eq. 1-3 of Chapter 1 is a weighted time average of the 

and because fewer details of motor 
assumes at   ne instant 

of time.    Since a solid-propellant rocket carries all of it's propellant in the chamber, 
the impulse itself, as well as the specific impulse, is of importance in chamber des- 
ign. 

present I     and differs in general from I/m 
design need to be specified in discussing the value that I 

It should be clear from this discussion thai large values of the specific impulse are 
desirable.    Since the purpose of a rocke«, r^otor is to deliver an impulse (in order 
to increase altitude of a vehicle, accelerate a missile, change orbit of a spacecraft, 
etc.),   the maximum value of I is desired.    However, if a large propellant mass m 
is required to produce this I, then much of the impulse is wasted in accelerating the 
propellants.    The efficiency with which a rocket motor can deliver an impulse to a 
vehicle (or 'payload*) is therefore I/m.    Detailed mission calculations usually show 
that for optimum performance of the mission, this ratio, which equals the average 
I s^ should be a maximum (see Chapter 1). 

A formula can be written for I     which is valid if the nozzle flow is isentropic and 
quasi-one-dimensional, if properties are uniform across the exit plane, if the exit 
velocity vector is parallel to the axis of the motor, if the working fluid is a one- 
component ideal gas with constant heat capacities   and if chamber conditions are 
tbe same as stagnation conditions in the nozzle.    The formula is the ratio of Eq.2- 
45 to Eq. 2-38.    Of greatest interest is the form taken by this formula at design 
conditions, 

sp 

2y     Rc 

y-1 

P e 
(y-D/r 

1/2 

(Eq. 2-49) 

where the dependence of R on the molecular weight has been exhibited explicitly (R = 
Rr», R° = universal gas constant). 

Equation 2-49 implies that I°sp increases as pt,/p( decreases, at first rapidly but 
then more slowly, approaching a finite maximum value as pe/pc -+-0.    It is seen 
that this maximum value of 1°    is independent of nozzle design in that it depends 
only on properties of the propellant gases,    Its dependence on T   and m  can be 
seen to be the same as that of c* .     (Compare Eq.2-47,)    This limiting value, the 
ideal specific impulse for design expansion to zero pressure, is often quoted ?.s a 
figure of merit of propellant combinations.    It is s^en from Eq.2-49 that this limi- 
ting value is proportional to  V y/(y-1), proportional to  4 Tc and proportional to 
1//** .    Although the first of these proportionalities implies that a low value of y 
is desirable and that in fact the limiting value of I°sp—► x> as y —► 1, nevertheless 
in the actual 1°     this tendency is counteracted and often reversed at reasonable 
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pressure ratios by the pressure-dependent factor in Eq. 2-49.     The value of y for 
most proncllant gases lies between 1. 2 and 1. 3 so that changes in y do not have a 
very large influence on l°sp.     Propellants are chosen to produce a high chamber 
temperature T, (a high heat release) and a low molecular weight m of reaction 
products in order to obtain the highest specific impulse,     (Increasing the chamber 
pressure pc reduces dissociation thereby increasing Tt. and **, but usually the 
effect on T, is greater so that T Jm increases and 1°     is improved   to a some- 
what greater extent than the explicit dependence in Eq. 2-49 would indicate.) 
For solid propellant rockets, specific impulses (theoretical and measured) gener- 
ally lie between 170 and 320 sec. 

Effects of nonideality on I     will be considered later. 

A performance parameter that is entirely equivalent to the specific impulse is the 
effective exhaust velocity, which is defined in the same way as the specific impulse 
but without the gravitational conversion constant, so that its units are those of a 
velocity.    Since Eq. 2-42 shows that F/m = ve when p   = pa, it follows that the eff- 
ective exhaust velocity equals the actual exhaust velocity at design conditions. 
Hence, the entire preceding discussion about I°sp is really a discussion of the ex- 
haust velocity v« .     Furthermore, if chamber conditions are known then isentropic 
flow tables may be used to obtain ideal values of ve and therefore of I°sp.    The im- 
portance of Eqs.2-39 and 2-40 follows principally from their close connection with 
the specific impulse. 

Occasionally the reciprocal of the specific impulse, which is termed the specific 
fuel consumption, will be mentioned in rocket design.    Another parameter that is 
sometimes considered is the volumetric specific impulse, which is defined as the 
product of the specific impulse and the propellant density.    One reason for the im- 
portance of this parameter in solid-propellant rocket design is that the propellant is 
carried inside the chamber, so that a lower propellant density (or a lower volumet- 
ric specific impulse) would necessitate a larger high-pressure chamber and there- 
fore a heavier motor case.    Increasing volumetric specific impulse can significant- 
ly decrease the chamber weight penalty. 

1.5.5.   Other Performance and Design Parameters   -   Many other parameters are 
used in design and performance calculations for solid-propellant rocket vehicles. 
For example, mass fractions involving the ratio of the propellant mass to the total 
vehicle mass, will appear.    The L *  of a motor is often discussed;   this is the 
ratio of the chamber volume to the throat area and is a measure of the residence 
time of the propellant gases in the chamber.     The ratio of port area to throat area 
for cylindrical grains often arises.    All of these additional parameters will be in- 
troduced later as they are needed. 

2.   Effects of Multicomponent, Reacting Gas Flow 

2.1. Introduction 

We now begin to discuss various ways in which real solid-propellant rocket systems 
deviate from the ideal behavior analyzed above.     Effects of the fact that the prop- 
ellant gases contain more than one chemical species and can react chemically are 
considered here.    Other effects are treated in subsequent sections. 

2.2. Frozen or Equilibrium Isentropic Flow 

A general result of thermodynamics for an N-compont  t, homogeneous system (2), 
(5) is   : 

N 

Tds = dh - dp/p - £     Mi  dn t (Eq. 2- 50) 
i=l 
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where n i represents the number of moles of species per unit mass of the mixture, 
Ht denotes the chemical potential of species i and all other symbols have b en de- 
fined previously.     This implies that the derivation of Eq. 2-12 is valid only if : 

N 

}]    /ijdn^ 0    . (Eq. 2-51) 

There are two ways in which Eq. 2-51 can be satisfied.    If the composition of the 
system is fixed, then dn±~ 0 for all species i; under these conditions the flow is 
said to be chemically frozen.    On the other hand, the general requirement for 

N 

chemical equilibrium in a iHulticomponent mixture (2), (5) is  £  Mid*H" 0» 

wnich implies that Eq. 2-51 is also satisfied for flows in chemical equilibrium. 
If chemical processes occur at finite, nonzero rates in the flow, then Eq. 2-51 is 
not satisfied and Eq. 2-12 is invalid.    In this section we consider the two limiting 
cases of frozen and equilibrium flow. 

Our ultimate objective is to develop methods for calculating the exhaust velocity 
ve, since this is directly related to the specific impulse.    However, the velocity 
and temperature at the nozzle throat are also of interest.    The maximum wall 
heat transfer rates generally occur at the throat, and therefore throat conditions 
influence the proper design of the throat and the selection of throat wall materials. 
We have also seen that throat conditions determine the mass flow rate, which is 
an additional design parameter that must be computed. 

We restrict our attention to multicomponent, reacting mixtures of ideal gases.    At 
the high temperatures representative of rocket exhausts, it is a very accurate app- 
roximation to assume that all gases behave ideally.    (However, especially for 
metalized solid propellants, some liquid or solid reaction products are often pre- 
sent;   these require special consideration, see Section 3). 

For ideal gas mixtures, the entropy per unit mass can be shown to be given (2), (5), 
(9) by: 

s=njX    X^S; -   R°lnX)- R° In p {     , (Eq. 2-52) 

N 

where n -   Y n1    equals the reciprocal of the average molecular weight of the i- 
mixture, Xj is the mole fraction of species i, S£ is the molar entropy of pure species 
i at the standard pressure of 1 atm (and is therefore a function of temperature alone, 
see Eq. 2-15), R° is the universal gas constant, and the units of the pressure p 
must be atmospheres.    The term involving In Xj in Eq. 2-52 is the so-called en- 
tropy of mixing.    The enthalpy of an ideal gas mixture (2), (5), (9) is simply: 

N 

h = n  £    XA   Ht    , (Eq. 2-53) 

where H, is the motor enthalpy of pure species i and therefore depends only on T. 
Each molar enthalpy appearing in Eq. 2-53 must include the enthalpy of formation 

i 
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of the species.    The equation of st?»te of an ideal gas mixture can be written as: 

p= p/nRJT. (Eq. 2-54) 

2. 2. i.    Frozen Flow - Let us consider first the case of frozen composition.    For 
frozen flow, n and X take on known constant values corresponding to chamber con- 
ditions.    When the thermodynamic properties of the species are kn^wn, Si ^nd Hi 
are known functions of the temperature, and therefore the only unknowns appearing 
in Eqs. 2-52   2-54 are T and p.    These three equations may therefore be substi- 
tuted into Eqs. 2-8, 2-10 and 2-12, yielding three equations in three unknowns, 
provided that chamber conriitions and m are known.    In rocket nozzle flow calcu- 
lations, generally m is noc known in advance;   instead, the throat area At is speci- 
fied.    To relate m to Atand chamber conditions, we may proceed as follows. 

Since we ha,ve shown that M = 1 at the throat (see Eq. 2-22), it follows that vt = 
[(dp/dp)s ]t*.    The partial derivative appearing here can be evaluated by observing 
that under the present conditions, Eqs. 2-50 and 2-53 imply that: 

N 

dp/p = dh = n  £   X.CpidT    , 

where C . = dH^dT is the molar heat capacity of species i at temperature T, while 
Eq. 2-54 implies that : 

dT/T = dp/p - dp/p    . 

Eliminating dT from these two formulas and employing Eq. 2-54 yields : 

0p/ap)s =  nR°T I    XACp/(f     Xfpi-   R°)   , 
1=1 i=l 

and therefore the velocity at the throat is : 

v, = {nR°Tt I    Xf   (Tt)/    [I   XlC   (TV-IT]}  ' (Eq. 2-S5) 
1 i= 1 Ll= 1 

The unknown constant m is then expressed in terms of the temperature and pres- 
surp at the throat, according to the formula : 

rn= (ptA/nR°Tt)vt   , (Eq. 2-56) 

where use has been made of Eqs. 2-8 and 2-54 and vt is given by Eq. 2-55. 

Equation 2-56 relates m to \ and throat conditions.     In order to relate throat con- 
ditions explicitly to chamber conditions, we may note that Eqs. 2-12 and 2-52 imply: 

i 
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N 

I   Xi [S; (Tc) - S; (T)J =   R0 In (p./p) (Eq. 2-57) 
1=1 

and that Eqs. 2-10 and 2-53 imply  : 

N 

v 1/2 
v  --   { 2n    V     XJH^T^-H^T) j +  vc

2   }     7 (Eq. 2-58) 

It should be recognized here that heat capacity data alone are sufficient for evaluat- 
ing the entropy and enthalpy functions appearing in Eqs. 2-57 and 2-58, since 

S/'CTc) - Si°(T)= )T
C (Cpi/T)dT and H^TJ - H^T) =   JT °    CpidT.    Evaluating 

Eq. 2-58 at the throat and equating the result to Eq. 2-55 produces an equation in 
which the only unknown is Tt.    The first step in calculating the frozen nozzle flow 
is to obtain Tt (by trial and error) from this equation.    Then vt may be computed 
from Eq. 2-55,  pt may be computed from Eq. 2-57, and m may be computed from 
Eq.2-56. 

After m has been computed, conditions at other points in the nozzle are most easily 
calculated by assuming a value for the local temperature, calculating p from Eq. 2- 
57, v from Eq. 2-58 and A from the formula A = mnR°T/vp, implied by Eqs. 2-8 and 
2-54.    In particular, the exit velocity ve may be obtained for various exit pressures 
pe in this manner.    Thus, after calculating the throat temperature by trial and 
error, all required nozzle flow parameters can be computed directly from straight- 
forward algebraic formulas for chemically frozen nozzle flow. 

If thermodynamic data concerning the temperature dependence of Cptare not avail- 
able for the reaction products, then for frozen flow a constant average specific heat 

N __ 
c   ^ n YJ X4Crt     may be introduced, and all of the simplified (one-component, 

i=l 

ideal-gas, constant-property) formulas for the preceding section become valid.   In- 
deed, the restriction to constant composition renders the ideal gas mixture equiva- 
lent to a one-component ideal gas, and effectively the only innovation that we have 
introduced here is to permit the specific heat at constant pressure to be a function of 
temperature.    Additional complications arise for systems that maintain equilibrium 
composition. 

2.2.2.   Equilibrium Flow   -   When chemical equilibrium is maintained in the mix- 
ture, then it can be shown from Eq.2-51 that some number M of independent chemi- 
cal equilibrium equations must be satisfied.    For ideal gas mixtures, these equat- 
ions (2),  (5), (9) take the form   : 

,,       .       -y K - "in) 
N 

(«/' -   V     ) 

n    Xi    
lk        ik=Kpkpi=1 ,k^l,  ...,M, (Eq. 2-59) 

i= 1 

where K    , which is the equilibrium constant for partial pressures for the k'th re- 
action, is a function only of temperature.     The exponents i/lkand i/iic in Eq.2-59 
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represent stoichiometric coefficients for species i appearing as a reactant and as i 
product, respectively, in the k'th reaction, which can be written symbolically as  : 

i=i 

'ik   s-1 ^S   l'ik   ' '   .   k=l, . . ., M. 
i=i 

(Eq. 2-60) 

In addition to Eq. 2-59, a certain number L of atom conservation equations must be 
satisfied;   these are linear and can be written as   : 

N 

«i: 
i=i 

k 
Xt =  Ak k= 1,  . . .,  L (Eq. 2-61) 

where vi   are constants representing the number of atoms of type k in chemical 
species i and Ak are constants of integration determined by the chemical composi- 
tion of the reaction products in the combustion chamber.    Sfcace does not permit us 
to derive and discuss the origin of these equations or to give specific illustrations 
of their meaning;   the reader is referred to standard texts for this background mat- 
erial, (2), (5), (9), (11).    It suffices to state tnat there are always exactly the 
correct number of independent relationships of the type given in Eqs.2-59 and 2-61 
to relate each of the mole fractions Xj to p and T.    In general, Eqs. 2-F9 and 2-61 
are difficult to solve for Xj,   Methods of solution are discussed in detail in Chapter 3 
and also in Refs. (9) and (11); the calculations are usually done by iteration and 
employ electronic computers. 

After Eqs.2-59 and 2-61 are solved for X^s functions of p and T, Eqs.2-52 - 2-54 
may be used to obtain s, h andp as functions of p and T.    In the computation, it 
must be remembered that n is also a variable now;   it is given by  : 

n '(l    Xi*i     ) 
\=i / 

- l 

(Eq„ 2-62) 

where w.   denotes the molecular weight of species i.    A solution procedure utilizing 
Eqs. 2-8, 2-10 and 2-12 in a manner analogous to that described in the preceding section 
can be established after the functions XA(p, T) and n(p, T) are obtained (9).     For the 
reason indicated below, equilibrium nozzle flow calculations are not as important 
for solid-propellant rockets as they are for liquid-propeilant rockets. 

2.2.3.   Comparison of Performance with Equilibrium and Frozen Nozzle Flow   - 
The temperature of the gases entering the nozzle is usually high enough to cause a 
certain amount of dissociation.    If the gases remain dissociated in the nozzle flow 
(frozen composition), then no additional thermal energy is released in the expansion. 
However, if recombination can occur as the temperature drops in the exparsion pro- 
cess (equilibrium composition), then additional 'hermal energy is released in the 
nozzle and is available for conversion into ordered kinetic energy.    This effect 
generally outweighs the derogatory influerce of recombination arising from the 
associat xJ increase in tne average molecular weight, so that the performance (e.g., 
I8p °) is greater for equilibrium nozzle flow than for frozen nozzle flow. 

For solid-propellant rockets, values computed for Isp° with frozen and equilibrium 
nozzle f'ow usually differ little (i.e., not by more than a few sec.). For example, 
for a composite propellant employing ammonium perchlorate as an oxidizer and 
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containing metalic aluminum, the difference between the frozen «uid equilibrium Isp 

lies between 3 and 4% for conditions under which Isp ~ 250 sec. (12).     (In contrast, 
high-performance liquid-propellant systems can exhibit differences exceeding 10%.) 
Most of the 3 to 4% difference can be traced to effects of the recombination of gas- 
eous aluminum, aluminum oxides and oxygen to form solid or liquid AI2O3 and thus 
is related to the two-phase flow phenomena that will be considered in Section 3. 
Purely gas-phase recombination processes in solid-propellant rocket nozzles pro- 
duce very little difference between the frozen and equilibrium Isp°, and therefore 
the difference is usually negligible for nonmetalized propellants.    A consequence of 
this observation is that the choice of whether to assume frozen or equilibrium nozzle 
flow in motor design and performance calculations is often based on the availability 
of suitable computer calculation programs. 

2.3.   Relaxing Flows 

In general, the nozzle flow is neither chemically frozen nor in chemical equilibrium 
Under these intermediate conditions, the derivation  >f Eq.2-12 is invalid,  see Eq. 
2-50, s is not constant, and rigorous calculation of nozzle flow variables entails 
solving at least one differential equation.     Fortunately, these calculations generally 
are unnecessary for solid-propellant rockets because the equilibrium and frozen 
flow results lie so close together.    However, we shall discuss the subject briefly 
because it has experienced a number of advances in recent years. 

First, we remarK that when thermal energy is released in the nozzle, e.g., by re- 
combination, then throat conditions no longer correspond exactly to a Mach number 
of unity with the Mac(i number based on the frozen sound speed af=[(3p/3p)s , 

x     i=i,  ..., N I" -Our previous analysis in fact implies that this "frozen Mach 
numbeV" is not unity at the throat for equilibrium flow either.    For equilibrium 
flow the derivation of Eq.2-22 involves the equilibrium sound speed    ae=[(3p/3p)s, 

x 4 
= x i  (P, P, ),  t=i,  ..  , N 1 2 ,      implying that the Mach number based on ae 

is unity at the throat, and it can be proven from thermodynamics that ae^af (5).   If 
heat release occurs at a finite rate in the nozzle (e.g., due to finite recombination 
rates), then no simple Mach number criterion can be employed to define throat con- 
ditions.    The Mach number based on Of is found to pass through unity at a point 
determined by the relative rates of hep     ciease and of area change.    The geomet- 
rical nozzle throat position lies upstream from the plane at which the M based on af 
is unity.    A qualitative picture of the effect of finite heat release rates in nozzle 
flow can be obtained by studying a one-component, constant-heat-capacity, ideal gas 
that is subjected to a specified rate of heat addition (4>.     For very high rates of 
heat addition (such as those which might occur in the nozzle of a motor whose cham- 
ber is too short for the combustion reactions to reach equilibrium) the condition Mf= 
1 can be attained in a constant-area duct (thermal choking) or in a nozzle whose con- 
verging section is removed (a diverging reactor).    The first of these flows (con- 
stant-area, diabatic flow) can be studied by utilizing the Rayleigh line (Fig. 2-4) and 
has been discussed in rocket texts, e.g., pp.83-86 of Ref. (9).    Thermal choking 
and diverging reactors can be produced experimentally with liquid-propellant rocket 
motors, but the effects of heat release in the nozzle are generally negligible for 
solid-propellant systems. 

Even if conditions at the plane Mf■ = 1 are known, difficulties are encountered in 
attempting to calculate the flow oi a relaxing gas in the supersonic portion of the 
nozzle.    One might guess that a stepwise forward numerical integration of the gov- 
erning differential equations would be straightforward even though laborious.     How- 
ever, mathematical difficulties make ordinary integration techniques inapplicable. 
The problem stems from the fact that as a reaction approaches chemical equilib- 
rium its forward rate becomes equal to its backward rate.     In integration proced- 
ures the difference between the forward and backward rates must be computed, and 
the accuracy of conventional electronic computers is too low to obtain a meaningful 
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number for the difference.    Through a great deal of effort, this proble i has been 
solved recently by linearization techniques.     Therefore, numerical calculations of 
i °laxing supersonic nozzle flows can now be performed.     Pertinent literature is 
citeu in Ref. (13) - (24). 

For most purposes, the accurate numerical calculations are not needed.    The ear- 
liest studies of relaxing flows aimed only at developing criteria for equilibrium or 
frozen flow.    One or the other limiting flow calculations would then be selected, 
depending on which criterion was most nearly satisfied.    The first studies were 
rather heuristic, while later ones were somewhat more rigorous (5) (25-36). 

Later, it was noticed from numerical solutions of relaxing nozzle flow problems 
that often the upstream flow was nearly in equilibrium, there was a short region of 
transition from equilibrium to frozen flow in the nozzle, and the downstream flow 
was nearly frozen.    This effect is produced by the density dependence of the rates 
of reactions.    Its discovery engendered the "sudden freezing" approximation for 
relaxing nozzle flows, in which it is assumed that equilibrium conditions exist up- 
stream from a transition plane and frozen conditions exist downstream from this 
plane.    The location of the sudden freezing plane in the nozzle is estimated in terms 
of the forward and backward reaction rates (16), (19), (37).    Although the sudden 
freezing approximation provides an improvement over the approximations of entire- 
ly equilibrium or entirely frozen flow, it does not permit any increase in entropy in 
♦ he flow and therefore may be amenable to further improves nt.    However, even 
'he refinement represented by sudden freezing is unnecessary in most solid-prop- 
ellant rocket nozzle flow calculations. 

3.   Two-Phase Flow Effects 

3.1. Introduction 

Unlike relaxing flow effects, the influence oi two-phuse flow on solid-propellant 
rocket motor performance is often appreciable.    Two-phase flow will occur in the 
nozzle if the products of combustion contain liquid or solid materials at nozzle con- 
ditions of temperature and pressure.    Propellants whose constituents are composed 
only of molecules constructed from the elements C, H, O, N, F and Cl usually have 
purely gaseous combustion products, although fuel-rich solid propellants sometimes 
produce solid carbon.  However, If appreciable amounts of Li, Be, B, Na, Mg, Al, 
Si, or K, etc., are contained in the propellant, then combustion products in con- 
densed phases usually appear.   The most common examples of solid propellants 
producing two-phase nozzle flow are metalized systems for which the solid or liquid 
metal ovde is an important product of combustion. 

One of the principal reasons for adding metals to solid propellants is to improve 
their performance by increasing the total amount of chemical heat release.    Much 
more energy per unit mass is liberated when typical metals combine with oxygen to 
form metal oxides that when the most energetic nonmetalized solid propellants burn. 
However, the heats of vaporization of the metal oxides are so high that increased 
energy release and improved performance are achievable only if the metal oxides in 
the exhaust gases exist predominantly in a condensed phase.    Therefore, two-phase 
nozzle flow must occur Mrith metalized solid propellant systems for the associated 
improvement in performance to be realized. 

In the following section we present simplified theories of two-phase nozzle flow and 
then discuss the more complex theories.    The effects of two-phase flow on nozzle 
design ana *he few available experimental results are considered subsequently. 

3.2. Theories;   Effects on Performance 

3.2.1.   Two-Phase Flow Without Particle Lag   -   As the first step toward gaining 
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an understanding of two-phase nozzle flow, let us treat a one-component ideal gas 
with constant heat capacities containing solid or liquid particles (also with constant 
heat capacities) that flow at the same velocity as the gas (no velocity lag), maintain 
the same temperature as the gas (no temperature lag), and do not exchange mass 
with the gas (no condensation or vaporization).    Ou«* objective is to generalize the 
quasi-one-dimensional, isentropic flow theory of  Section 1.3.2 and to develop for- 
mulas for the performance parameters. 

In neglecting condensation we are treating frozen flow, an approximation the validity 
of which depends on the chemical composition of the system.    Lags in the tempera- 
ture and velocity histories of the condensed phase behind the temperature and veloci- 
ty histories of the gas are negligible provided that the condensed particles are small 
enough.    However, we shall also neglect any contribution of the Brownian motion of 
the particles to the pressure of the system, thereby requiring that the particles be 
sufficiently large.    Typically, condensed particle diameters lie in the . 1 to 10-mic- 
ron range, so that both of these r onditions are reasonably well satisfied as a first 
approximation. 

Overall mass, momentum and energy balances for the system are given by Eqs.2-8, 
2-9 and 2-10, where p must now denote the total mass per unit volume of the gas- 
particle mixture and h is the total enthalpy p«r unit mass of the mixture.    There- 
fore, the results of .Section 1 that do not depend on the use of an equation of state or 
on the specification of thermodynamic properties remain valid in the two-phase 
system.    However, in Eq.2-13 the gas density alone must appear instead of p. 

We shall let the subscript g identify properties of the gas and the   ubscript s identify 
properties of the condensed phase and we shall denote the muss flow fraction of the 
condensed phase by e , so that the mass flow fraction of the gas is (1 - r ).    Since e 
is a constant in the flow, 

h = (1 - e) cpT + e csT + constant   . (Eq.2-63) 

In writing the appropriate form of Eq. 2-13, it must be realized that in multiphase 
flow each component excludes the other components from the volume it occupies, 
and therefore there is a difference between the mass of a component per unit total 
volume of space and the mass of a component per unit volume of space available to 
the component.    Here we assign the subscripts g and s to the latter definition of 
density, obtaining  : 

e/ps +(1 -c)/pg   =l/p   , 

with ps representing simply the specific gravity of the condensed material.     The 
equation of state for the gas, Eq. 2-13, then becomes  : 

p=pgRgT = p(l-e)RgT(l-ep/ps)~i   , (Eq.2-64) 

in which the last factor is the ratio of the total volume to the volume occupied by the 
gas.    Since the value of e seldom exceeds 0.3 in rocket nozzles and P3/Pg is typi 
cally of the order of 103, the last factor in Eq.2-64 seldom differs from unity by 
more tln.n 0.03% and therefore can be set equal to unity with excellent accuracy. 

It will be noted from Eqs.2-63 and 2-64, with the last factor omitted, that if we de- 
fine an average specific heat at constant pressuie aid gas constant per unit mass 
for the mixture by  : 

cp  =(1 -e)cp + ecs (Eq.2-65) 

and: 
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R     (1 - €)RK   , (Eq.2-66) 

then we retrieve entirely the equations governing isentropic flow of a one-compon- 
ent ideal gas with constant heat capacities (Eqs.2-8  - 2-10, 2-13 and 2-14).    There- 
fore the mixture behaves in exactly the same manner as an ideal gas with the prop- 
erties cp and R instead of cp and R„    All of the preceding rpsults for ideal gases 
therefore remain applicable, with this change in notation.     In formulas involving 
the specific heat ratio, the quantity   : 

y = [(1 -e)cp + ec,]/{[(l -OCPHCS|- (1-ORgl 

(Eq. 2-67) 
= [(1 - e )cp + e cs ]/[(l - e )cv + c cs ] 

will appear for the mixture.    Obviously, y is less than the value of y for the gas- 
eous constituent;   as e increases, the nozzle flow tends to become more nearly 
isothermal. 

We need not rewrite the formulas for the performance parameters.    It is sufficient 
to note that in Eqs. 2-47 and 2-49 y is to be replaced by y and R and R%* are to be 
replaced by R.     The R replacement merely introduces a factor Vl - e    in c*   and 
Isp°.     They replacement introduces more complicated changes, but the overall 
effect is qualitatively the same as the effect of the R replacement for all conditions 
of practical interest.    Thus, c *   and 1° decrease as e increases at constant Tc . 
This implies, for example, that adding a metal to a solid propellant will increase 
its performance only if the associated additional heat release can produce an in- 
crease in Tc that more than offsets the decrease in Isp° due to the necessary in- 
crease in e .     What we have shown in this section is that the mere presence of con- 
densed materials in the exhaust tends 'o reduce performance.     (In certain cases, 
addition of suitable metals also increases the propellant density and decreases the 
molecular weight of the gaseous products, thereby offering a few advantages in 
addition to the increase in Tr.    However, adding metals also increases the ioniza- 
tion level in the external exhaust, which is generally undesirable.) 

Another implication of the isentropic flow equations is that for e > 0 the velocity at 
the nozzle throat is slightly below the velocity of sound of the gaseous constituent. 
The magnitude of this effect and also of the performance decrease are not excess- 
ively large;   at a constant chamber temperature and pressure ratio, Ibp°, c*   and 
the throat velocity decrease by roughly 8%  as e increases from 0 to 0.2. 

Analyses of the type given in ihis section may be found in Refs. (9) and (38-42). 

3.2.2.   Equations of Two-Phase Flow with Particle Lags   -   Let us now generalize 
the preceding analysis only to the extent that lags in the temperature and velocity of 
the particles are allowed to occur.     We retain the approximation that the condensed 
phase occupies a negligible fraction of the total volume and focus our attention first 
on the conservation equations for the gas phase. 

According to Eq. 2-1, macs conservation for the ga;: phase can be expressed under 
the present assumptions as   : 

pg vgA = mK = (1 -  e) m   =   constant   , (Eq.2-68) 

where the mass flux fraction e now differs from the mass fraction, so that formu- 
las such as the last equ tlity in Eq. 2-64 of the previous section are no longer valid. 

Equation 2-4 must^now be used for momentum conservation of the gas since a non- 
zero drag term  db/dx will be produced by the drag forces that the solid particles 
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exert oti the gas.    The presence of this term causes the flow to be nonisentropic. 
Tlit value of d6/dx can be estimated by approximating the condensed phase as a 
collection of solid spheres, each of radius r, for which Stokes' law of drag of a 
sphere, 6iru(v -vj, is applicable.     We assume further that each condensed par- 
tide has the same velocity and temperature.    These approximations are reasonable 
for obtaining rough estimates of performance penalties and may be improved at the 
expense of complicating the algebra.     Clearly, the quantity of db is 'he product of 
the Stokes force per particle, the number of particles per unit volume ns and the 
volume clement of the flow Adx,    Hence, Eq.2-4 for the gas phase is   : 

m^  dv< /dx + A dp/dx + A ns 6nrt± (vR - vs )   =  0   . (Eq.2-69) 

The equation lor & rtrgy conservation of the gas can be obtained from the differential 
form of Eq. 2-5.     The rate at which the gas does work on the particles in the ele- 
ment ^x is   : 

dw   -  |(Adx)nsl[6»r/i (vp  -Vs)](vs)   , 

winch is the product of the number of particles in the element, the force per parti- 
cle, and the distance per .second over which this force acts.    The rate at which heat 
is added to the gas., by heat conduction from the particles, in the element dx is   : 

dej   -   |(A dx) ns| [4^1^ X (Ts  - T.?)/r]  , 

where A is the thermal conductivity of the gas.     For brevity of development, the 
second factor in this equation, which is the fcrmuia for the rate of heat flow from a 
sphere in an infinite stagnant atmosphere, does not contain a correction for velocity 
of the gas relative to the particle.     In view of the expressions for dw and dq, the 
differential form of Eq.2-5 becomes   : 

ni„ 
<"\.        .     v,2 

d    , 2 
dx" +   dx e2" 

+ dx (PA Vl^ + Ans 67rr^(v,^-vs)vs-Ans4ffr\(Ts-Tg) = 0 

(Eq.2-70) 

In the present notation and under the present assumptions, the equation of state of 
the gas is   : 

P    'V   R-T;   • (Eq.2-71) 

Turning now to the condensed phase, we see that its momentum; and energy conser- 
vation equations can be written as   : 

6irju (v. - vJ = ( -1 *r3 pj (vs dvH/dx)    , (Eq. 2-72) 

and: 

4 ? r.\ (Ts - T„) = |(i- t i 3 ps)cs) (- vs dT5/dx)    , (Eq. 2-73) 

where ps  is the specific gravity of the condensed material (so that -*- /rr3 ps is the 
mass of a particle) and cs is if s heat capacity per unit mass.     Equations 2-72 and 
2-73 are merely momentum and energy balances for a single particle, as can be 
seen by noting that d/dt = vs.   JLx for a particle.    The equation for conservation of 
mass of the condensed phase is   : 
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4 fns(-K nr^s )] vsA=ms = em =   constant, (Eq.2-74) 

since the quantity in square brackets obviously equals the mass of the condensed 
phase per unit volume of the flow field. 

Equations 2-68 - 2-74 comprise seven equations for the seven unknowns X,, Ts, 
v , vs, p   , ns and either p or A.    For a given nozzle shape, A(x) is specified and 
p(x) is unknown, but analyses can often be simplified while yielding the required 
information by treating A(x) as an unknown and specifying p(x). 

Equations 2-72 - 2-74 can be substituted into Eq.2-70 in order to obtain an overall 
energy conservation equation that can be expressed in an integrated form, viz., 

m (c T 1   PR + vg
2 /2) + m£ (csTs + vs

2/2)  = constant (Eq.2-75) 

This integrated energy equation would have been obtained directly had we chosen to 
derive conservation equations for the two-phase mixture instead of for the gas. Thjs 
there are essentially three first-order ordinary differential equations and four alge- 
braic equations in the governing set.    In general, numerical integration of the three 
differential equations is necessary in obtaining solutions, but for the limits of either 
small or large lags most of the analysis can be done analytically.    Criteria for 
small particle lags and large particle lags are discussed next.    Theories for large 
lag and small lag limits are then considered and finally, calculations for intermed- 
iate values of r are reviewed. 

3.2.3. Dimensionless Lag Parameter r - It can be seen from Eq.2-72, for ex- 
ample, that the characteristic time required for velocity equilibration is approxi- 
mately  : 

tvei s i irr3ps)/(6irr/x). (Eq. 2-76) 

In order to estimate the extent of the velocity lag, this time can be compared with 
a representative residence time of a particle in the nozzle, 

'res    S    L/a (Eq.2-77) 

where L is a characteristic length of the nozzle and the representative speed has 
been set equal to the sound velocity a for the gas (Eq. 2-16).   As a rough approxi- 
mation, L might be set equal to the nozzle length;   a better approximation would be 
L = A/dA/dx, since it is the rate of change of conditions in the nozzle that produces 
the lag.   The dimensionless lag parameter : 

T   =  'velAres   =   2rVs   a/9/i L (Eq.2-78) 

provides an indication of the magnitude of the velocity lag in the nozzle. If T« 1, 
the tag will be small, (vg-vs )/vs « 1. If r » 1, the lag will be large, (vk, - vs)/ 
vs >>1. 

i 
An analogous lag parameter for temperature can be defined by introducing a charac- 
teristic time for temperature equilibration,obtained from Eq. 2-73 in the same man- 
ner that Eq. 2-76 is obtained from Eq, 2-72. With the heat transfer formula that we 
have employed, the only change in En 2-78 is that ^ is replaced by 2A/3es. Since 
the ratio 3csfi/2A is generally of the order of unity, we may conclude that the para- 
meter T defined in Eq. 2-78 provides a reasonable indication of the magnitude of 
both velocity [(vr-vj/vs j and temperature   [(T8 - Tg)/Tg] lags. 
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In many respects, the small lag and largr lag limits are analogous to near-equilib- 
rium and near-frozen flows of a chemically reacting gas.    For example, we saw in 
Section 3.2. 1 that when lags are negligible the flow is isentropic.    Occasionally we 
shall refer to the small-lag and large-lag limits as 'equilibrium' and 'frozen' con- 
ditioiib, respectively. 

The manner in which the lag is influenced by properties of the particles and the gas 
may be inferred from Eq. 2-78.     Thus, it is apparent that a small particle radius r, 
low specific gravity ps  of the condensed material, a high ratio of the coefficient of 
viscosity to the sound speed (ß 'a) for the gas, and a large characteristic nozzle di- 
mension L, all favor small lags.     The condition r = 1 may be taken as a vei y rough 
indication of where lag effects begin to become significant.    With the representative 
values ps = 1 gm/cm3 and 4. 5/u/a = 10~8 gm/cm2, we obtain r2 = L x 10-8 cm as 
the critical condition, which at the typical length L = 1 ft, yields r = 6 x 10~ 4 cm as 
the critical particle radius.    Thus, lags are expected to be large if r exceeds about 
10 microns and small if r is less than about 1 micron. 

3.2.4.   Large Lag Limit r > >1   -   The first approximation to the solution of the 
flow equations in the small lag limit, T « 1, was given in Section 3.2.1.    The 
corresponding approximation for the large lag limit may be obtained by assuming 
that v„ and Ts are both known constants throughout the nozzle. 

We may first note that the substitution of Eqs.2-72 and 2-74 into Eq.2-69 yields  : 

mg dv^ /dx + A dp/dx + ms dvs /dx   =  0 (Eq.2-79) 

as a general result.     It then follows from Eqs.2-68, 2-71, 2-75 and 2-79 that when 
vs and T„ are constants, the gas obeys a set of equations which are identical to 
those that describe isentropic nozzle flow of an ideal gas with constant heat capaci- 
ties.    Well-known algebraic equations may therefore be used to calculate the x 
dependence of gas properties in this extreme case.    In particular, the velocity of 
the gas at the nozzle exit, v    , is given directly by Eq. 2-40 {with (Y/Y-1)R TSO = 
[constant -  ii,. (c,.Ts + vs

2/2 )|/m„, in wnich the constant is the same one that 
appears in Eq.2-75} . 

The specific impulse with two-phase flow for expansion to the design exit pressure 
is given in general by the formula   : 

I'M,   =(1-0 * v_ (Eq.2-80) 

whtore v     and vyc are the gas and condensed-phase velocities at the nozzle exit. 
Equation 2-80 is obtained from an obvious generalization of the development of Sec- 
tion v. 5.     In the limiting case currently under discussion (vs = constant), the value 

is the same as the value of the particle velocity at the nozzle entrance, and 
■ve v\(. '     VV,, •     K follows tha' I°S[)  *     (1 - e ) vb.0 in this case.    Since we 

nund that under r present conditions v„(i is the exhaust velocity for isentropic 
nbzz!e\flow of a purely gaseous working fluid, we may conclude that the presence 
of condensed materials causes 1°     to decrease approximately in proportion to 
(i - t Mil (he large lag limit.    This performance penalty is aD^reciably greater 
than the penalty (~ 7 1 - c j that is paid in the absence of lag ph« nomena (e.g. ,*here 
is now i 20f"   reduction in 1^,,   lor c - 0.2).     Propellant combinations producing 
two-phase nozzle flow are therefore unlikely to lead to improved performance un- 
less the particle sizes of the condensed phases in the exhaust gases ran be kept be- 
low about 10 microns. 

Analyses permitting large temperature lag but no velocity lag, and vice- versa, show 
that the degradation in performance is due primarily to the velocity lag. If TB = T^ 
but vs = constant, then l°ap   is still approximately proportional to (1 - e ), while on 
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the other hand if Tj, = constant but v8 •-- vR , then I^p   is approximately proportional 
to  7l -e , which is a relatively small penalty.    We shall not give details of the 
reasoning by which these conclusions are drawn, because for realistic values of the 
physical parameters temperature and velocity lags are generally of the same order 
of magnitude. 

Techniques can be devised for perturbing about the limit in which v. = constant and 
Tg = constant.    One approach is to substitute the large lag limiting results [identi- 
fied by superscript (0)j into the left-hand sides of Eqs. 2-72 and 2-73, to calculate 
impro/ed [superscript (1)] approximations for vs and Ts by integrating these two 
equations, i.e., 

(0 (x)=vt 
(0) (0) (0) L    { a [v    W (x) - v. n/r vs  V>} dx/L      (Eq. 2-81) (0) 

and   : 

(0)! (OK Ts
U)(x) = T/

0)
 + /    { a[Ts 

(0'(x) - T\(ü']/r vs H (2A /3Mcs)dx/L 
(Eq.2-82) 

and then to use these results in Eqs. 2-68, 2-71, 2-75 and 2-79 for calculating im- 
proved approximations for gas flow variables such as v (l)(x). Other approaches 
can also be used. Results of the perturbations often show that the value of I°r) is 
smaller for "near-frozen" conditions than it is in the limit of frozen flow, because 
the decrease of v,e produced by particle drag outweighs the corresponding increase 
of vso in Eq.2-80. Wc shall not discuss these perturbation techniques further be- 
cause performance in the near-frozen limit is too poor for the analyses to be of 
much practical importance. 

3.2. 5.   Small Lag Limit r «    1   -   Since the two-phase nozzle flows of practical 
utility must always lie near the small r l;mit, it is of interest to attempt to expand 
the equations about the equilibrium solution of Section 3.2. 1.    Such an expansion 
can be made formally by expressing each variable as a power series in  T.   If f de- 
notes any flow variable, we would write f = fW + f( V T + ..., where f (0) is the sol- 
ution given in Section 3.2. 1.    This type of expansion, through the term fv1), has 
been carried out by Rannie (43) and Marble (44), (45).    Treating p(x) as a specified 
function and r as constant throughout the nozzle, these authors have derived a for- 
mula for I°sp  that requires only the evaluation of an integral from nozzle entrance to 
exit conditions of.a function of p(x) and its first derivative (dp/dx). 
ment is a little too lengthy to present here;   the final formula is 

The develop- 

I"  (0)    1° ,, 
'sp      ' lsP     erV(l-e)y/V 

y~Mv r   (0) 

where L is the length of the nozzle, 

f°     I",    3"C'      r   UM«»"] r"P/d(x/L)1  . v [l+i^rry'm j h^yn p • 
(Eq.2-83) 

M (0) 

v  - 1 

p.. 

"p > 

(y-l)/y      -, 

) -1 I 
-1/2 

in tb<> Mach number in equilibrium flow (Section 2.3.2.1), 1°    (u) is the value of I°p 
as obtaii.^d for equilib, !um flow, and cp> y and   rare definea in Eqs. 2-65, 2-67 and 
2-78 respectively.     The subscripts e and c refer to exit and chamber conditions, the 
latter assumed to be a stagnation state.     Equation 2-83 gives a correction factor for 
1°     that is proportional to the product ( r. 
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3.2.6.   Numerical Calculations for Intermediate Values of r   -  The two-phase flow 
equations for arbiträr^ values of T have been programmed for electronic computer 
solutfci» by authors who report their work in Refs. (46-51), (102).    Numerical diffi- 
culties arise in the vicinity of the throat when A(x) is specified instead of p(x);   each 
group of authors developed their own procedures for circumventing the difficulties. 
Typical results show substantial performance losses for particle diameters above 2 
microns, as illustrated in Fig. 2-10, (52). 

We note here that the results of many numerical calculations can be correlated by 
the formula  : 

I sp (0){ 1 -  e ai/[l+a2(rir2)i/Vr] }, 

where rr is the throat radius, r2 is the radius of curvature of the nozzle at the thr- 
oat, r is again the particle radius, and ax and a2 are constants whose values are in- 
dependent of the values of r, rt, r2 and e. Previously unmentioned dependences 
emphasized by this formula are that 1° increases when either rt or r2 is decreas- 
ed. The dimensional group r/(r1r2) ^4 appears here and is related to the result 
that for many nozzle geometries most of the loss is determined by conditions in the 
vicinity of the throat. 

3.2.7,   Influence of Phenomena neglected in the Theory of Section 3.2.2.   -  If the 
differential equations are to be solved numerically, then little additional work is in- 
volved in permitting the properties of the gas and condensed phase to depend on tem- 
perature.    Some of the computer programs referenced above do permit tempera- 
ture-dependent properties and also variable gas composition to a limited extent.   No 
new general trends are uncovered in this manner.    To be accurate, a distribution in 
particle sizes should also be included.    The formalism for this is als>o easy to in- 
corporate in computer programs (48), but seldom is size distribution data available. 
Equations that include losses by heat transfer and viscous dissipation in the gas and 
buoyancy forces on the particles have also been presented (53). 

Two-dimensional flow effects may be of importance in gas-particle systems because 
particles can slip across the gas streamlines.    Calculation of these effects is diffi- 
cult.    Characteristic methods have been developed for two-dimensional supersonic 
gas-particle flows, but starting data downstream from the sonic plane are difficult 
to obtain and introduce uncertainties in the results (48).     Particle trajectories can 
be calculated in prescribed two-dimensional gas flows, but this entails neglecting 
the effects of the particles on the gas flow (51).    This last study indicates that par- 
ticles often tend to accumulate near the axis of the nozzle. 

Some particles may impinge on the wall of the nozzle.    The effects of impingement 
are largely a topic of speculation.    Impingement may cause nozzle erosion or may 
cause deposits to form on the nozzle.    A substantial amount of deposition is usually 
observed with aluminized solid propellants.    The consequent changes in geometry 
modify nozzle performance, and properties of deposited materials as well as the 
impingement process itself influence the wall friction and wall heat transfer losses, 
usually increasing both (52), see Section 4. 4. 

The presence of particles in the flow may also introduce significant radiative heat 
transfer effects (52). 

The assumption of no particle growth by condensation or agglomeration in the nozzle 
is open to some question.    Apparently, two-phase nozzle flow theories accounting 
for these phenomena have not been developed.     To account for condensation on par- 
ticles formed in the combustion chamber would be relatively straightforward, but 
the basic physical understanding necessary in accounting for nucleation and agglom- 
eration is not available yet (54).     The difference between equilibrium and frozen 
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Fig. 2-10   Effect of particle lag on specific impulse, from Ref. (52). 
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gas-condensed phase reactions in ^ozzle flow typically amounts to 3 to 4% in I    ° 
for metalized propellants (12), so estimates of conditions under which each limiting 
chemical behavior prevails are worth obtaining.    The interactions of these pheno- 
mena with the loss mechanisms analyzed in Sections 3.2.1 to 3.2.6 may be negli- 
gibly small. 

Collisions between particles in the gas may conceivably introduce additional effects 
on i ^ ° by giving rise to interparticlc heat and momentum transfer and perhaps by 
producing agglomeration.    These effects are expected to be significant at relatively 
high particle concentrations.    Recent work has increased our understanding of the 
dynamics of particle-particle collisions in gases (55-64).    It does not appear that 
this work has been applied to two-phase nozzle flow performance calculations. 

3.3. Effects on Nozzle Design 

Since impingement of particles on nozzle walls often degrades performance, the 
designer of nozzles for two-phase flow is motivated to attempt to minimize the 
amount of impingement.    This dictates that curvature of the walls toward the axis 
should be avoided.    It also implies that large curvatures away from the axis should 
be avoided, because such curvatures can give the particles radial velocities that 
enabie them to reach the wall farther downstream.    In general, wall curvature 
should be small except near the exit plane, where large curvatures away from the 
axis are permissible.    These observations imply that conical nozzles are better 
adapted to small rates of deposition in two-phase flow than are the bell-shaped 
nozzles (see Section 5) contoured for optimum ideal-gas performance. 

The theory of Section 3.2. 5 has been extended to obtain predictions of optimum nozz- 
le contours for minimum particle lag losses in nozzles of prescribed mass flow, 
length, and exit pressure or exit area (45).    The optimum contours tend to have a 
very long throat and an outward flare at the exit,  (see Fig. 2-11).    Both of these 
characteristics are undesirable from the viewpoint of heat transfer and flow diver- 
gence Josses.     Furthermore, although the velocity and temperature lags in the 
throat region were reduced to about 1/3 of those for a conventional nozzle, the spe- 
cific impulse loss due to particle la^ for the optimum nozzle was only about 30% less 
than that of a conventional nozzle (45).    Therefore, contouring nozzles to reduce 
particle lag losses does not appear to be appealing.     Since the particle lag losse^ 
for conical nozzles do not differ much from those for bell-shaped nozzles (see Fig. 
2-10), lag losses alone are not influenced significantly by reasonable variations in 
nozzle design.     Deposition and erosion phenomena are the primary two-phase flow 
effects that should be considered in nozzle design. 

It may be worthwhile to state here explicitly that lag losses as well as deposition 
and erosio" depend appreciably on the shape of the subsonic, converging portion of 
the nozzle.     It has also been implied by the preceeding development that two-phase 
flow losses are more severe for small nozzles than for large nozzles. 

3.4. Experimental Results 

Relatively few experimental results have been published on two-phase nozzle flow. 

Aluminum oxide particle sizes and some size distributions have been measured for 
various aluminized propellants (65) - (68).     Most of the measurements, including a 
detailed study of the dependence of particle size on chamber pressure,   (67), have 
been made on strand burners and presumably correspond to conditions existing in 
the combustion chamber.    Some measurements of sizes of particles collected from 
rocket exhausts also have been reported,  (65), (66), (68).    There is some indication 
that particles in the exhaust are larger than in the chamber,  (65,  (68).     Mean (num- 
ber-weighted averige) particle diameters appear to lie between 1 and 2 microns in 
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the chamber, (65), (67), and between 1 and 4 microns aftf r passing through the 
nozzle, (65), (66), (68).    There are some uncertainties and disagreements in the 
published data. 

Experimental measurements of velocity and temperature lags are much more dilii- 
cult to obtain.    Velocity lags in rough agreement with theory were inferred from 
particle number density measurements by Carlson, (103).    A iraming camera 
was used to measure particle velocities in order to obtain velocity lags i.\ Ref. (69). 
Spectroscopic techniques were employed in measuring particle and gas temperatures 
in Ref. (70);   the sodium D line was used for the gas temperature and ptrticle emis- 
sion for the particle temperature.    The experimental velocity and temperature lags 
obtained in Refs. (69) and (70) are in agreement with theoretical calculations, within 
experimental accuracy.    The accuracies of both experiments were quite low.    The 
temperature lag measurements are somewhat simpler to perform than direct veloc- 
ity lag measurements.    New photographic techniques for velocity lag measurements 
are under development;   see Fulmer and Wirtz.  (104), who obtained indications 
on the basis of streak photography that the hypothesis of a constant ratio of lag 
velocity to gas velocity overestimates the velocity lag. 

Results of thrust measurements for many rocket firings are, of course, available. 
Effects of two-phase flow on performance can be extracted from some of these 
measurements by carefully accounting for all loss mechanisms.    A number of re- 
sults of this type are shown, for example, in Rcf. (48), where theoretical and ex- 
perimental specific impulses are found to agree, within experimental uncertainty 
Also, examination of nozzles aft ■»■" firing yields information on the extent of de- 
position or erosion. 

Finally, we note that the presence of particles in the gas modifies the structure of 
the external exhaust flow (considered in Section 5. 4) downstream from the nozzle 
exit.    Experimental measurements and theoretical correlations are available for 
those effects (71). 

4.   Nozzle Heat Transfer 

4.1.   Introduction 

Since the temperature of the gases passing through the nozzle generally exceeds the 
melting point of the nozzle wall material, it is evident that heat must be transferred 
from the hot gases to the cooler walls.    The nozzle walls therefore cause the flow 
to be nonadia^atic (as well as nonisentropic due to wall friction, see Section 5).   The 
nonadiabaticity affects the nozzle performance, and the heat transfer profoundly in- 
fluences nozzle design. 

The way that performance is affected by heat transfer to the wall can be inferred 
from Eq.2-7.    If the total heat energy per second absorbed by the walls is q, then 
Eq. 2-7 implies that the stagnation enthalpy per unit mass of the gas at the exit plane 
will be reduced by an amount q/m.    Since the specific impulse Isp° is proportional 
to vt>, which, in turn is the square root of twice the kinetic energy per unit mass at 
the exit plane, it follows that Isp° is reduced approximately by the fractional amount: 

(Alspyisp°= 1 - (1 - 2n/mlsp°2)1/fj       , 

where I sp° is the specific impulse in the absence of wall heat transfer.     Typically, 
wall heat transfer reduces lsp° by 2%, so the effect on performance is not large. 
However, the effect on nozzle design is important and is the principal topic that we 
shall consider in the rest of this section. 

f        The basis of neat transfer theory is covered in textbooks (72),  (73)r and introduct- 
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ions to its application to rocket nozzle design are presented in Refs. (9) and (10).   A 
recent comprehensive review of heat transfer in rocket nozzles is presented in R^f. 
(74).    In view of the existence of this wealth of material, we shall    eat the subject 
only briefly and shall recommend Ref. (74) to the reader who is interested in a thor- 
ough development. 

Most of the gas flowing past any jiven cross section of the nozzle has relatively uni- 
form temperature and velocity.    However, in a thin region adjacent to the wall, the 
gas temperature drops appreciably and its velocity also decreases, approaching 
zero at the wall.    The processes occurring in this thin region, termed the boundary 
layer, govern the skin friction losses (see Section 5.2) and the rate of heat transfer 
to the wall.    The velocity and temperature profiles in the boundary layer usually 
correspond to steady-state, turbulent motion, so that stear'-'-state, turbulent bound- 
ary layer relations can bt employed to calculate the skin friction and heat transfer 
rate.    On the oth^r hand, the heat conduction processes occurring in the wall of the 
nozzle of a solid-propellant rocket are almost always unsteady, because nozzles of 
solid-propellant rockets are generally uncooled.    (Liquid-propellant rocket motors 
usually have a ready source of liquid coolant in one or both of the liquid propellants, 
so that the nozzle wall can be made relatively thin, conducive to establishing steady 
temperature profiles.    But for solid rockets, coolants are seldom available, and 
the running times are usually short enough for nozzles to be made of uncooled heat- 
sink materials that are capable of maintaining their strength as their a  ?rage tem- 
perature  increases during the entire duration of a firing.)   Unsteady heat conduct- 
ion  n the wall is discusseu in the following section.    Next, steady-state boundary- 
lay ex heat transfer in the gas is considered.    Finally, a few special heat transfer 
phenomena and design concepts that are peculiar to solid-propellant rockets will be 
mentioned. 

4.2.   Unsteady Heat Conduction in Uncooled Nozzle Walls 

The equation describing unsteady h«^i. conduction in a solid is   : 

ps cs dT/3t  =   v\     (As   v"T)    , (Eq. 2-84) 

where ps, cs and A s are the specific gravity, specific heat and thermal conductivity, 
respectively, for the solid material, T is temperature, t is time, V denotes the 
(vector) gradient operator and  V- is the divergence.    Equation 2-84 is valid even if 
the properties \B and cs are functions of temperature.    Initial conditions and bound- 
ary conditions must be specified before one can attempt to obtain the solution to Eq. 
2-84,    The initial condition is T = TQ = constant at t = 0, where TQ is the initial 
temperature of the nozzle material.    The boundary condition at the internal surface 
of the wall is -A s n ■ v* T = q for t > 0, where ß is a unit vector normal to the sur- 
face, pointing into the wall, and q is the heat flux from the gas to the wall (set Sect- 
ion 4.3 for formulas for q).    A boundary condition must also be specified at the ex- 
ternal surface o!' the nozzle wall material;   this boundary condition depends on wfoit 
is adjacent to the external surface.    Sometimes the insulated wall condition n • V T 
= 0 is applicable there, but frequently the firing time is short enough for the external 
surface to be heated to a negligible extent, so that the temperature distribution dur- 
ing firing is insensitive to the boundary condition at the external surface (?nd the 
nozzle wall can be approximated as a semi infinite solid). 

The three-dimensional form of Eq.2-84 is difficu't to solve.    Usually symmetry 
about the axis of the nozzle enables us to conclude that the solution will be independ- 
ent of the azimuthal coordinate in a cylindrical coordinate system, and Eq.2-84 re- 
duces to   : 

(KCS W/H= a/dx(\83T/dx)+ (l/r)V'V(rAsaT/ar;    , (Eq. 2-85) 
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where x and r are the axial and radial coordinates, respectively.    Trouble is even 
encountered in solving Eq. 2-85, but finite-difference approximations to the equat- 
ions have been programmed for computer solution.    Essentially, the nozzle wall 
can be thought of as being broken into a finite number of isothermal elements that 
t^nsfer heat among each other at rates dependent upon the sizes and relative tern- 
peratures of adjacent elements.    Nowadays, unsteady heat conduction calculations 
for real nozzles are practically always carried out by means of one-dimensional 
time-dependent or two-dimensional time-dependent computer programs.    The basis 
of one such program is described Ref. (9).    Accurate calculations of this type, for 
values of q and material properties corresponding to nozzle design, are importa\t 
because they determine the weight of nozzle material needed for protection against 
nozzle failure.    We might note that a short firing time, cool propellant gases, a 
high specific heat of the wall material, good high-temperature strength properties 
of the wall material, a low thermal conductivity of the nozzle material near the hot 
gas surface (to reduce the rate of heat influx), and a high thermal conductivity of the 
nozzle material elsewhere (to reduce thermal stresses and to distribute the ht.vt 
through a larger volume, improving the overall capacity to absorb heat) all tend to 
reduce the weight of an uncooled nozzle. 

4.3.   Steady-State, Turbulent Heat Transfer Through the Boundary Layer 

In the theory of convective heat .ransfer, the energy per unit wall area per second 
tzansferred to the wall is always expressed as  : 

•\ 

q =h A h  , (Eq.2-86) 

where h is a heat transfer coefficient (or conductance) and Ah is a driving force or 
potential for heat transfer.    For low-speed flow of a one-component ideal g*.\S with 
constant heat capacities and thermal conductivity,    Ah is set equal to the dif/erence 
between the temperature of the gas outside the boundary layer (the "free-stream" 
static temperature) and the temperature of the surface of the wall.    For high-speed 
flow of a one-component ideal gas with constant properties,   Ah may be set equil to 
the difference between the free stream stagnation temperature and the wall tempera- 
ture;   however, as a refinement in this case,   Ah is often set equal to the difference 
between the adiabatic wall temperature and the wall surface temperature, where the 
adiabatic wall temperature equals the free stream static temperature plus the pro- 
duct of a 'recovery factor' with the difference between the stagnation and static free 
stream temperatures.    The recovery factor can be obtained experimentally by 
measuring the surface temperature of an adiabatic (insulated) wall, or it can be 
calculated by means of a fluid dynamical analysis of boundary-layer flow;   its value 
is f )und to depend on the Prandtl number Pr (Pr  =ß cp/\ ;  ß = viscosity, \  = 
the mal conductivity) of the gas.    For one-component gases with variable proper- 
ties there is some question as to the proper choice of Ah, and a number of addition- 
al questions arise for multicomponent, reacting gas mixtures witn variable proper- 
ties.    It has been found that one reasonable definition of Ah in the latter case is the 
difference between the values of the total stagnation enthalpy per unit mass of the 
gas mixture (the sum of the thermal and chemical enthalpies per unit mass and the 
kinetic energy per unit mass) in the free stream and in the gas immediately adjac- 
ent to the surface of the wall.    However, sometimes a recovery factor for kinetic 
energy and also a recovery factor for chemical enthalpy are inserted into the defi- 
nition of Ah, but these factors have not been determined very well either experimen 
tally or theoretically.    As a relatively simple and convenient definition for general 
use, we recommend here  : 

Ah   F- hs0R -h^    , (Eq.2-87) 

where hsn is the total (thermal plus chemical) stagnation enthalpy, the subscript g 
identifies free-stream conditions, and the subscript w identifies conditions of the 
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gas at the surface of the wall.    Estimates indicate that for solid-propellant rocket 
nozzles, heat transfer rates computed on the basis of this definition will difW by 
less than 30% from those conr ited on the basis of more complex definitions. 

Having chosen Ah   we allow Eq.2-86 to define the heat transfer coefficient^, and 
we employ theoretical and experimental heat transfer resultsj^u calculate h from the 
equation.    In nozzle design, one fhen employs the^e da^a for h in Eq.2-86 in order 
to calculate the heat ti   isfer rate.    The data for h are conveniently represented in 
nondimensional form by introducing the Nusselt number, defined as  : 

Nu = h cp DA (Eq.2-88) 

where c   and X correspond to free-stream gas properties, and D is a characteris- 
tic length.    The value of D is taken to be the local diameter of the nn^zle, some 
other characteristic length of the nozzle, or a thickness of the boundary layer, de- 
pending on the geometry of the system.    Theory and experiment yield expressions 
for the Nusselt number as a function of the Reynolds number, Mach number, Prajidtl 
number, Schmidt numbers Sc (ratios of kinematic viscosity to diffusion coefficients) 
and other dimensionless  parameters characterizing the thermochemical aud trans- 
port properties of the gas.    At present, the best expression to use for Nu in rocket 
nozzle heat transfer calculations for conventional nozzles appears to bf, (74), 

Nu   =  0.0346 Re°.8Pr7/i5 yl /D0)-1/5(D0/D)" V^^T)"
0

-
6
   ,       (Eq.2-89) 

where the Nusselt number Nu and the Reynolds number Re are based on the local 
d;ameter D, the quantity Dy is the value of Dat the entrance to the nozzle, / is the 
length of the combustion chamber, and T is a mean temperature in the boundary 
layer, which is usually taken to be the arithmetic mean of the free stream and wall 
temperatures, T = (T + Tw )/2.    The density, viscosity, specific heat and thermal 
conductivity that appear in Nu, Re and Pr are to be evaluated for a gas at the same 
pressure and chemical composition as the free stream but at the mean temperature 
T.    Equation 2-89 differs from earlier formulas in the presence of the terms in- 
volving I and DQ, which are intended to account in an approximate way for the non- 
zero thickness   f the boundary layer at the entrance to the nozzle.    The local rate 
of heat transfer to the wall of a rocket nozzle is calculated by using first Eq.2-89, 
then Eq. 2-88, next Eq. 2-87, and finally Eq. 2-86.    The reader may infer fi om 
these equations the manner in which the heat transfer coefficient depends on various 
design parameters. 

In order to carry out the calculation of q, values of the thermodynamic and trans- 
port properties of the gas must be found (9), (74). 

Somet   les property data are difficult to evaluate, especially at the mean tempera- 
ture T.    In such cases, the simplified formula   : 

Nu  =  0.023 Re08 (Eq.2-90) 

is recommended in place of Eq. 2-89, where now the properties appearing in both 
Nu and Re are to be evaluated at local free stream conditions.    Equation 2-90 is 
especially suitable for uncooled solid-propellant ro ket nozzles since it represents 
a correlation of measurements made on such a soüd-propellant system (75). 

We should perhaps emphasize that the theoretical basis of Eq, 2-89 (and, of course, 
also Eq. 2-90) is tenuous.    The boundary layer in a rocket nozzle is very difficult 
to unHerstand theoretically.    Some of the complicating factors are secondary flows 
and oscillations in the chamber,   a variable-area duct, an accelerating free stream 
v ♦' a rapid axial rate of decrease of pressure, a chemically reacting bounr'ary- 
layer flow that possibly attains neither chemical equilibrium nor frozen conditions 
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and instead is influenced by the rates of chemical reactions, diffusion of chemical 
species to the wall whrre additional exothermic chemical rate processes may occur, 
and, of course, turbulence. Equations 2-86 - 2-89 represent an attempt to account 
for all of these effects as well as possible. In view of the difficulties involved, the 
attempt has beer, rather successful, as judged from agreement between calculations 
and most experiments. At present, the primary justification for Eqs.2-86 - 2-90 
is empirical. 

A comparison of theoretical calculations of the wall heat iiux with experiment for a 
liquid-propellant rocket motor burning nitrogen tetroxide and hydrazine is shown in 
Fig. 2-12.    The work was done by Welsh and Witte and the figure is taken from Ref. 
(74).    Theory and experiment are best compared for liquid-propellant rockets be- 
cause the experimental da>a available for liquid propellant systems are much more 
extensive than for solid-propellant rocket nozzles.    The analytical curve shown was 
calculated on the basis of an older equation for Nu than Eq.2-89. (although more 
complete than Eq. 2-90), bu* the differences in the values of Nu given by Eq. 2-89 
and the older equation are qiite small.     Theory and experiment are seen to agree 
quite v/ell in Fig. 2-12.    However, the case shown represents about the closest 
agreement obtainable between predictions and measurements;   discrepancies of the 
order of 50% in q are not uncommon. 

Figure 2-12 shows that the wall heat flux attains a rather sharp maximum either at 
the throat or just upstream frcm the throat.    This is a characteristic of all rocket 
nozzles.    The boundary layer becomes very thin and the heat transfer coefficient 
becomes very high in the vicinity of the throat.    A consequence is that the problem 
of nozzle wall material design for withstanding the heat load is crucial in the vicinity 
of the throat. 

4.4.   Additional Heat Transfer Considerations 

A number of ideas have been used for solving the problem of heat protection of the 
converging and throat sections of the nozzle.    One suggestion is to make the down- 
stream end of the propellant grain out of i material that gasifies at a low tempera- 
ture and cau '^the the nozzle wall in a cool gas.    Another is to make the nozzle wall 
itseli of an ablative material, generally composed of glassy and organic substances 
(e.g., pherolic nylon), which gasifies and carries away the heat primarily in the gas 
phase instead of transferring it to the solid.     This last method is useful upstream 
from the throat, but were it to be used at the throat it would cause the throat area to 
increase with time, leading to undesirable variations in performance.    If either of 
these methods are employed, the problem of calculating the rate of heat transfer in- 
to '.he wail is modified, since the formulas given earlier will not be valid.    Instead, 
the heat transfer rate is obtained from an ablation temperature, a heat of ablation, 
and an ablation rate which can be calculated by using a formalism resembling that 
for heat transfer (5). 

An alternative to a gasifying material is an insulating liner for the nozzle wall.   Cer- 
amic throat inserts such as graphite, silicon carbide,  silicon nitride, and refract- 
ory metal oxides (e.g., zirconia and magnesia) have been employed.     Pyrolytic 
graphite, which has a high thermal conductivity in one direction but a very low 
thermal conductivity (an order of magnitude lower)  normal to this direction, is an 
appealing material for distributing the heat load in an acceptable fashion.   Re- 
fractory metals such as molybdenum and tungsten have also been used successfully 
in uncooled nozzle throats.    If a thin insulating solid material is used on the inner 
surface of the nozzle wall, thei the overall heat transfer coefficient h-p for transfer 
of heat from the gas to the main nozzle material, defined with a driving potential 
equal to the difference between the free-stream gas temperature and the surface 
temperature of the main nozzle material, is given approximately by  : 
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where öi is the thickness of the insulating material and \i is its thermal conducti- 
vity.   Equation 2-91 can be used to calculate the reduction in heat transfer rate 
caused by a thin insulating liner.    An example of a multilayer nozzle design is 
shown in F^.2-13. 

Additional complications arise in heat transfer calculations for propellants (.:uch as 
metalized systems) that produce condensed materials in their combustion products. 
At present, we do not know how to modify Eqs. 2-°6 - 2-90 to account for two-phase 
flow, so the two-phase system is treated as a ga^ in calculating heat transfer co- 
efficients.    However, if deposition of the condensed material occurs on the nozzle 
surface, then it is essential that the presence of the deposits be considered in com- 
puting the heat transfer rate.    If the thickness of the deposit layer and its thermal 
conductivity can be estimated, then Eq. 2-91 can be u„  d to calculate the effective 
(overall) heat transfer coefficient.    It has been shown ev^erimentally that alumini- 
zed propellants can deposit a layer of liquid alumina on ..    entire surface of a 
nozzle wall,  (75).     The alumina acts as an insulator, substantially reducing the rate 
of heat transfer.     Agreement between measured and calculal      (using Eq.2-90 for 
Nu) heat transfer rates was obtained only after Eq.2-91 was used to account for the 
thei mal resistance of the alumina.    Incidentally, in the tests of Ref. (75), experi- 
mental heat transfer rates were much higher than theoretical rates for both aiumin- 
ized and nonaluminized propellants in the converging section of the nozzle, but Eq. 
2-91 still brought the experimental results for aluminized and nonaluminized sys- 
tems into agreement with each other (but noi with theory) in this section. 

For two-phase nozzle flows in sufficientl r large motors, heat transfer from the 
propellant gases to the nozzle wall by means of radiation may begin to become an 
important mechanism.     Methods for calculating radiative heat transfer rates are 
available (9),  (72), but the calculations are diffici ]t to perform.     For uncooled 
nozzles of large expansion ratios, radiative heat IOSS from the inner surface of the 
nozzle may become an important cooling mechanism.    The rate of this type of 
radiative heat trarsfer is relatively easy to calculate;   the energy loss per unit area 
per second is f  z    o Ts

4 , where f is a geometrical factor, e s   is the surface emiss- 
ivity,, Ts is the surface temperature and a is the Stephan-Boltzmann constant [0.57 
x 10"11 watts/cm2 °K4). 

5.   Discussions of Other Deviations from Ideality 

5. I.   Influence oi Non-One-Dimensional Flow on Nozzle Performance and Design 

Two-dimensional flow phenomena were considered in Section 1. 4,4.     We shall now 
discuss the effect of isentropic non-one-dimensional flow inside the nozzle on per- 
formance and design.     If we exclude the possibility of sr me swirl at the nozzle en- 
trance, then the steady, isentropic üow will be axially symmetrical, and the meth- 
od of characteristics can be  >m^loyecl to calculate the su;    -sonic flow field in a 
nozzle of specified geometry (4).   The transonic flow field in the vicinity of the 
throat must, of course, be known in order to begin characteristics calculations.   In 
addition to providing the supersonic starting conditions for the method of character- 
istics, axialiy symmetrical, transonic flow calculations give the shape of the sonic 
line and a non-one-dimensional flow correction (a decrease, generally of less than 
1'    ) in the nozzle mass flow rate.     We do not cover this material here.     For a 
very recent presentation, tho reader may consult (106).   This reference thoroughly 
covers supersonic characteristics calculations as well as the transonic regime.   It 
also treats two-phase flow and thrust-vector control at length.     For conical nozzles 
with moderate or Large expansion ratios, the calculations show that the streamlines 
at the exit diverge approximately radially . A if they had originated at a point source 
in three dimensions.     This divergence reduces the axial component of the thrust, 
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as we shall now demonstrate, (9), (10). 

As a control surface, we adopt a segment of the surface of a sphere whose center is 
located at the effective origin of the point source.    The radius of the sphere is 
chosen so that its surface intersects the expansion cone of the nozzle at the nozzle 
exit.    The thrust F° for the design exit pressure can be calculated by integrating 
the axial component of the momentum flux over the segment of the spherical surface 
bo jnded by the circle proscribed by the exit of the nozzle cone.    If a is the angle 
between the nozzle axis and a line from the center of the sphere to an arbitrary 
point on the surface of the sphere, then the mass flow rate through a ring about the 
axis of angular extent d a at angle   OP is   : 

dm = p0ve (27T Re sin a ) (Redor)    , 

where R(, is the radius of the sphere.    In terms of the half-angle of the expansion 
cone at,, the total mass flow rate across the control surface is   : 

r°c 
m = 2ir Re"pevc    J        sin ardor     , 

and the exit area of the nozzle (in a plane perpendicular to the nozzle axis) is A-e = 
■n Rt

2 sin2 orr. The axial component of momentum flux through the ring at angle or 
is (v(, cos ar)dm, and therefore the axial thrust (the integral of the axial momentum 
flux over the control   urface) is   : 

F'= 2/rR 2p0v0
2    / cos a sin or da     . 

0 

Evaluating the integrals appearing in the expressions for m and F°, we find that   : 

F° = m ve (1 + cos ae)/2   . (Eq. 2-92) 

Hence, the specific impulse Isp° is reduced by a factor (1 + cos ae)/2 because of 
the divergence of the nozzle expansion cone.     For the representative expansion 
angle a,  = 15°, the correction factor is 0.983, wH>ch is near unity. 

If a high expansion ratio (exit area over throat ai A) is required, a 15° conical noz- 
zle becomes very long and excessively heavy.    Increasing the nozzle cone angle 
would decrease the length and weight of the nozzle, but the divergence loss begins to 
become appreciable as av is increased above 15°.    A solution to this dilemma is 
provided by contoured nozzles.    A nozzle shaped like a bell, with a divergence half- 
angle thai varies continuously from about 35° at the throat to perhaps 10° at the exit, 
can be designed by the method of characteristics to give very low divergence losses 
at the exit and also be shorter and lighter than a conical nozzle.    In principle, con- 
touring can eliminate divergence losses entirely, but this usually requires a long 
nozzle for which weight and wall friction (Section 5.2) losses are large. 

It is pcssible to formulate variational problems for optimizing nozzle thrust, within 
the framework of the theory of characteristics.    Rao developed such an analysis for 
determining the nozzle contour that produces maximum nozzle thrust, for prescribed 
values of the ambient pressure, th«^ length of the nozzle divergent section, and the 
curvature of the nozzle at the throat,  (76),  (77).     The optimum contour often leads 
to flows whose properties are quite nonuniform across the exit plane.    However, an 
optimized nozzle can produce the same thrust as a conical nozzle 10% to 25% longer 
(9). 

1 
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We might mention fhat contoured nozzles are more difficult to manufacture than 
simple conical nozzles.    Representative simple nozzle designs employ a conical 
convergent section with a half-angle of 30° to 45°, a toroidal throat section with 
torous radius about twice the throat radius, and a conical divergent section with a 
half-angle of about 15°.    Nozzle performance is not greatly sensitive to nozzlp 
design, (9). 

5.2.   Boundary Layer Growth 

In addition to controlling the heat transfer rate, the boundary layer on the wall of 
the nozzle affects performance directly by exerting a frictional drag on the flow. 
The effect of the wall drag on the flow can be included in the governing equations by 
introducing a friction factor f, as shown in the derivation of Eq. 2-4.    Wall friction, 
per se   does not affect the approximation of adiabaticity, but it does cause the flow 

to become nonisentropic.    However, tne effect is quite small for most nozzles (so 
long as detachment does not occur, see Section 5.3);   it becomes important only for 
rockets requiring large area ratios (and therefore relatively long nozzles). 

In accounting for frictional effects, local wall friction coefficient s must be estima- 
ted.    Since the boundary layer flow is generally turbulent, one night employ the 
empirical fully -developed turbulent pipe flow formula   : 

f = b.5x 10"3[1 + (2x 101 k/D + lö^/Re)1/3] 

locally as a first rough approximation if data for a better estimate are n"! available. 
Here Re is based on the local diameter D and on free-stream gas properties, and k 
(which has the same units as D) is the average roughness (protrusion height) of the 
wall.    If the displacement thickness ö of the boundary layer can be estimated, then 
it is better to use a flat-plate formula, such as  : 

f =0.18 R -1/1 
% 

which is valid for a smooth wall, and in which the Reynolds number Reö is based on 
free stream properties and on the local thickness of the boundary layer.    Improve- 
ments of this result (e.g., curves accounting for roughness) may be found in Ref. 
(78).    In all of these results, effects of free stream Mach number and of the strong 
accelerating pressure gradient are neglected;   too few crperimei.r ' OT>d iMeor^tica' 
results on turbulent boundary layers are available yet to ennble one to account for 
these additional effects with a rpasonable degree of assurance.     Fn using a foüiiula 
involving ö, one may be guided by the general observation that ö decreases in the 
contraction section, reaches a minimum in the vicinity of the threat, and then begins 
to increase in the divergent section (74). 

One rough approximation for the downstream part of the nozzle is <5    - 0. 004 times 
the axial distance to the throat.     There is some indication that the thin throat boun- 
dary layer, combined with the favorable pressure gradient and the high cooling rate 
(dp/dx < 0 and heat transfer from the gas to the wall tend to delay transition from 
laminar to turbulent flow) may tend to   damp out" much of the turbulence in the vic- 
inity of the throat, producing a small region where the boundary layer exhibits some 
features of a laminar boundary layer,  (74).    If so, the friction factor there may be 
smaller than predicted by the preceding formulas. 

Refined designs of contoured nozzles involve calculating the displacement thickness 
of the boundary layer and adjusting the wall contour accordingly.     The v  • 'ting 
correction; for the nozzle throat area (and therefore for the nozzle mass How rate) 
are usually negligibly small.     The area correction is largest at the nozziV exit, 
where it may be of the order of 3%. 
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In order to calculate the effect of wall friction on nozzle performance parameters on 
the basis of quasi-one-dimension*-, theory we may note that friction produces an in- 
crease in entropy given by the formula   : 

As = j       (f v2 /2DT)dx    , 

which can be derived from Eqs. 2-4, 2-8, 2-10 and 2-11.     For a one-component, 
ideal gas with constant heat capacities, tNs change in entropy causes the stagnation 
pressure to decrease according to the formula   : 

- AS/R 
Ps/P'o = e 

but it does not affect the stagnation temperature.    The derivations of Eqs. 2-43 and 
2-45 indicate that the thrust coefficient for the design exit pressure will be decreas- 
ed by roughly this same factor.    The consequent penalty in CF is typically of the 
order of 1%, increases with increasing area ratio, and seldom ever exceeds 5%. 

5.3.   Jet Detachment 

When quasi-one-dimensional nozzle flow calculation implies that a normal shock 
should sit somewhere in the diverging section of the nozzle, the real nozzle flow 
seldom exhibits a single normal shock.     The pressure rises very steeply through a 
shock wave, and this strong, unfavorable (dp/dx > 0) pressure gradient tends to de- 
stabilize the boundary-layer flow, causing it to separate from the wall of the nozzle. 
The ambient pressure can "leak up" the separated boundary layer, causing the pre- 
ssure just downstream from the shock wave to be approximately ambient.    This 
converts the normal shock wave into an oblique shock wave.     The overall result is 
that the nozzle operates in almost the same way as a nozzle of a smaller area ratio, 
still slightly overexpanded but not overexpanded to the extent implied by the quasi 
one-dimensional theory for the original nozzle.     This jet-detachment phenomenon 
is illustrated in  Fig. 2-14 and is also discussed (9),  (79-82). 

The location of the separation point in the nozzle can be estimated from the experi- 
mental observations that the ambient pressure is about 2. 5 to 3. 5 times the press- 
ure on the wall just upstream from the origin of the oblique shock that triggers the 
separation.     The presence of solid particles in the flow has been observed to re- 
duce this pressure ratio to perhaps 1. 7.   For a nozzle of fixed geometry, as the 
ambient pressure increases the separation point moves farther upstream leaving 
.more of the downstream part of the nozzle as useless excess weight.     The location 
oi the separation point is a smooth function of ambiert pressure for conical nozzles 
of i easonable divergence angles, but for bell-shaped nozzles the separation point 
depends strongly on ambient pressure when conditions are such that separation 
occurs near the exit of the nozzle.    This strong dependence has been observed to 
lead to oscillations in the location of the separation point, thus implying that a div- 
ergence half-angle exceeding about 10° is desirable for maintaining steady over- 
expai;ded How patterns.     The nature of the flow pattern that develops as the separa- 
tion point approaches the throat of the nozzle is still in question. 

Jet detachment influences the off-design performance of the nozzle and the rate of 
heat transfer to the nozzle wall.     The modification in performance parameters is 
easily obtained by employing the appropriate formulas of Section 1.3 - 1. 5 to cal- 
culate the performance parameters of the given nozzle, and then employing the 
appropriate formulas of the same sections to calculate the pe     rmance parameters 
of a truncated nozzle (truncated at a point where the pressure is roughly 1/3 of am- 
bient pressure).    The truncated nozzle is found to have a higher thrust, so jet de- 
tachment improves performance.     Usually, it also causes the wail heat transfer 
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rate to decrease somewhat in the region downstream from the point of separation. 
In contoured nozzles, the onset of detachment is usually found to occur at higher 
ambient pressures than in conical nozzles, so that conical nozzles tend to exhibit 
better low -altitude, off-design performance than contoured nozzles. 

The effects of jet detachment must be kepi in ^ind in deciding whether to use a 
nozzle with a contour optimized for a particular altitude or a simple conical nozzle. 

b, -*..   Interaction 01 the External Exhaust Jet with its Surroundings 

A number of nonideal effects of the external exhaust jet flow deserve to be men- 
tioned. 

First, we note that flow of the ambient atmosphere around a moving vehicle may 
interact with the exhaust jet.     This may influence both drag and thrust through bep- 
aration effects.     (Appreciably underexpanded exhaust jets tend to cause the boun- 
dary layer on the external surface of the vehicle to separate, thereby reducing skin 
friction drag.} 

Secondly we note that when the jet becomes appreciably underexpanded (as all jets do 
a' sufficiently high altitudes), the ideal jet pattern shown in Fig. 2-6b is no longer 
attained.    Instead, the jet boundary blooms nearly radially outward from the lip of 
the nozzle exit (it can move forward on the exterior side of the nozzle at sufficiently 
low ambient pressures), an oblique shock wave develops inside the jet boundary, and 
some distance downstream this shock wave intersects an oblique shock that extends 
to the jet boundary and a nearly normal shock that crosses the jet axis at right ang- 
leg.    This pattern, which is illustrated schematically in Fig. 2-15, may be repeated 
(with some modifications) further downstream.    Our present rather detailed know- 
ledge öf the character of this flow pattern was obtained in studies reported in Refs. 
(71),  fB3-88j, although general features oi the pattern were known much earlier (9). 

The iilustru'ed pattern is governed almost entirely by inviscid phenomena and is in- 
fluenced somewhat by ambient flow past the jet (resulting from movement of the 
motor through trie atmosphere).     Theoretical calculations ^»ploying the method of 
characteristics have reproduced the pattern shown, and simple analytical approxi- 
mations exist for gross parameters such as the axial distance from the exit plane to 
the no?mal shock.    The fluid dynamics of single exhaust plumes are therefore 
reasonably well understood.    On the other hand, for multi-engine vehicles, the 
fluid flow in the exhaust region is poorly understood, and even for single plumes the 
chemical kinetic processes that produce regions of luminosity, ionization, and app- 
reciable radian: energy emission are not well understood. 

Solid-propellant rockets usually have highly luminous exhaust plumes that prevent 
one from observing the detailed wave patterns (such as those shown in Fig. 2-7). 
This is particularly true for metalized systems, which exhibit high rates of emission 
of radiant energy   Metalized solid propel Ian ts also produce greatly increased electron 
densities in the exhaust plume (because exhaust temperatures a'-e higher and metals 
ionize easily •.   These special characteristics have pra« tical consequences, see below. 

One of the primary practical effects of the external exhaust flow is to produce heat 
transfer to the external surfaces of the rocket vehicle and to its surroundings. Con- 
vective, conductive and radiative heat transfer processes each play a role here. 
Which mechanism is dominant in transferring heat to the base of the vehicle and to 
other surfaces depends on base geometry, ambient pressure, and other conditions. 
It is therefore impractical to attempt to present general results for rates of heat 
transfer to external surfaces;   each case must be considered individually. 

External exhaust plume structure also determines where the combustion products 
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will be deposited.    This information is of practical interest if any of the products 
of combustion are toxic. 

Ionization in rocket exhausts can block radio communications with the vehicle by 
reflecting and absorbing electromagnetic waves.    These interference phenomena 
can be? calculated relatively easily if the spatial and temporal distributions of elec- 
tron density in the plume, including the statistics of turbulent electron density fluc- 
tuations, are known.     The aim of research on communications interference is 
the) efore to obtain electron density distributions. 

Finally, the ionization and spectral light   mission characteristics of rocket plumes 
may enable an observer to identify properties of the rocket vehicle, propulsion 
system, or propellant composition.    It is therefore of interest to attempt to reduce 
these observables. 

6.   Thrust Vector Control 

6. 1.   Introduction 

The term 'thrust vector control' refers to methods for varying the direction of the 
thrust vector of a rocket motor for purposes of controlling the flight path of a rock- 
et-propelled vehicle.    Thr>:e separate classes of methods (aside from the use of 
multiple rocket motors) are available for varying (primarily) the direction of the 
thrust vector of a rocket motor.    These are mounting the motor on gimbals so that 
the motor as a whole can turn, employing mechanical control surfaces in the ex- 
haust jet of the motor to deflect the jet exhaust, and injecting fluid into the wall of 
the exhaust nozzle in order to deflect the jet exhaust.     Motor gimbaling may be 
practical for very small solid-propellant motors (e.g., vernier rockets) designed 
to control a larger vehicle, but it is usually impractical for moderate- or large- 
sized solid-propellant motors, or for any solid-propellant motor that serves as 
the primary propulsive device of a vehicle, because of the great weight of the motor 
(which must carry all of its prof ellant within it).     Therefore we shall not discuss 
motor gimbaling here.     The other two methods, mechanical control surfaces (in- 
cluding techniques for nozzle deflection) and fluid injection, are considered in the 
two following sections.    The relative effects of these directional control devices on 
the magnitude of the thrust and the impulse will be covered very briefly in Section 
6.4. 

6.2.    Mechanical Control Surfaces (9) 

A variety of mechfc.r cal surfaces have been employed for deflecting the exhaust jets 
of solid-propellant rockets.    Jet vane deflectors, permanently located in the exhaust 
jet, are illustrated schematically in Fig. 2-16.    The effect of the vanes on the ex- 
haust jet can be calculated approximately from aero-dynamic theory of an airfoil in 
supersonic flow.     To obtain accurate value, of the side force (the component of 
thrust normal to the axis of the motor) as a function of the deflection angle of the 
vanes, theory must be supplemented by experimental measurements.    Typically, a 
maximum side force about 20% as large as the axial thrust can be obtained reprod- 
uciblv. 

Disadvantages of locating vanes permanently in the exhaust include a permanent loss 
of thrust due to vane drag and severe problems in maintaining strength and integrity 
of the vanes under the high dynamic pressure and high heat flux conditions that they 
experience.     For motors \   th sufficiently short burning times, graphite and moly- 
bdenum have been used successfu   y as vane materials;   they are often supported in- 
ternally by high-strength metals.     Ablation heat shi 'Ids, such as phenolic nylon or 
phenolic refrasil,  usually provide a better degree of thermal protection for longer 
burning times. 



Fig. 2-16    Thrust vector control obtained by jet vane deflectors, 
from Ref. (9). 

et 

Fig. 2-17    Thrust vector control obtained by a bevelled extension 
(a) and by a jetavator (b) from Ref. (9). 

i 
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Elimination of the loss in axial thrust under zero jet deflection conditions and some 
reduction in the severity of the heating problem are provided by sieeye designs such 
ar those illustrated in Fig. 2-17.   These devices interfere *ith the jet only when de- 
flecting it.    A related approach which in some respects can be considered to repre- 
sent an extreme version of devices of the type illustrated in Fig. 2-17b, is to deflect 
the nozzle of the motor.     For solid propellant motors, control of thp thrust vector 
can be achieved by gimbaling the nozzle or by constructing the motor with a four- 
nozzle system thai can be rotated. 

6.3.   Fluio Election 

6.3. 1.   Description of the Phenomenon   -   The thrust loss and heaMng problems are 
practically eliminated if the jet is deflected by injecting a fluid through the wall of 
the nozzle instead of employing solid surfaces.    A schematic diagram of this meth- 
od of thrust vector control is presented in Fig. 2-18.     Fluid injection has received 
a considerable amount of attention recently, from the standpoints of theoretical and 
experimental research as well as practical application (89-lüi).    It has now been 
demonstrated that fluid injection schemes can produce a sufficient side f >rce to meet 
the requirements of many applications. 

From Fig. 2-18 it can be seen that in addition to displacing a portion of the nozzle 
fluid, the injected fluid produces a shock wave in the nozzle that propagates through 
a significant fraction of the flow.     The side force therefore results from two phen- 
omena;    thv. momentum flux (plus pressure forces) across the injection port of the 
injected material produces a side reaction force, and the modified pressure distri- 
bution on the wall of the nozzle gives rise to an additional side force.    The added 
pressure effect increases the side force above that which would be obtained were 
the injectant to be exhausted directly into the ambient atmosphere (an increase by a 
factor of 2 or 3 is typical for gas injection (95)).    It should be apparent from Fig. 
2-18 that were the injection port to be moved closer to the throat of the nozzle, then 
a larger fraction of the primary nozzle flow would be infl.jenced by the shock wa. e, 
and the side force would be increased.    Similarly, increasing the mass flow rate of 
injectant affects a larger fraction of the primary flow and increases the side force. 
Injection also increases the axial component of the thrust;   the shock wave usually 
tends to decrease the axial thrust, but this phenomenon is offset by the increase in 
axial mass flow rate due to injectant addition, and the thrust increase resulting from 
the increased flow rate ;.s the dominant effect at low injection rates.    At higher in- 
jection rates, the shock wave begins to intercept the opposite wall, affecting all of 
the primary nozzle flow, ai d the axial thrust begins to decrease.    At still higher 
flow rates, interaction of the injected flow with the opposite wall causes the side 
force to begin to decrease.     This behavior   and its influence on the deflection angle 
of the thrust vector are illustrated schematically in Fig. 2-19.     Deflection angles 
of 7° can now be obtained reliably with liquid injection, and angles exceeding 10° 
can be produced with eas injection. 

6.3.2.   Theoretical Analyses   -   Theoretical analyses of ehe flow field induced by 
fluid injection may be found in Refs. (93),  (96),  (99-101).     The analyses are applic- 
able only to the region at small values of the injection rate.    Here we shall present 
a discussion of the qualitative dependence of the side force or injecon and flow 
parameters, based on ideas developed (99).    Our discussion will be applicable for 
the injection of either a gas or a nonvaporizing liquid. 

Based on experimental observations, it is reasonable to approximate the shape of 
the boundary between the injected fluid and the primary nozzle fluid as half of a 
circular cylinder with a hemispherical nose cap.     The pressure force parallel to 
the wall that the primary nozzle fluid exerts on this surface is proportional to r2p, 
where r is the radius of the cylinder, p is the average frep stream static pressure, 
and the constant of proportionality depends on the free stream Mach number and 
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the specific heat ratio of the primary fluid.    A force balance implies that this 
pressure force accelerates the injected fluid until its momentum flow rate parallel 
to the wall equals the pressure force.    Here, any vaporization, mixing or viscous, 
Corces acting at the boundary of the injected jet are neglected.    Ws obtain   : 

rn,vjtt~ r2p    , (Eq.2-93) 

where mjis the mass injection rate (assumed equal to the asymptotic mass flow 
rate of injectaiH parallel to the wall) and vJCJC is the asymptotic flow velocity of the 
injectant.    It may be assumed that Vjuo is :he velocity attained when ihe injected 
fluid expands isentropically from a stagnation pressure equal to the known injection 
pressure p ;at the injection port to the pressure p, and hence Vj^ may be treated as 
a known parameter which depends only on pj, p and thermodynamic properties of the 
injectant. Equation 2-93 therefore determines the geometrical parameter r and shows 
that r ~ VrrTv^Tp. 

The force noimal io the wall is composed of the momentum flow rate of the injectant 
normal to the wall at the injection port, rhjVj (where Vj is the velocity of injectant 
normal to ihe wall at the port exit), the diiference between tne pressure forces -t 
the exit port with and without injection,  (i.e., (p^-p)Aj, where Aj is the exit area of 
the port), and the difference between the integral over the wall area of the wall pre- 
ssure with an:' without injection.     (When wall curvature is not negligible in the 
region affected by the shock wave, only the component of this pressure force that 
lies along the axis of the injected jet contributes to the net side force.)    Computat- 
ion of this wall pressure force is complicated, but the inviscid fluid flow equations 
of the primary nozzle fluid imply that the force will be proportional to r?p? with a 
proportionality constant depending on the free stream Mach number and the specific 
heat ratio of the primary nozzle fluid.     Assuming that the wall divergence a^gle is 
sufficiently small for us to neglect contributions to the side force arising from 
forces other than the wal' pressure force and the injectant momentum, we find that 
the side force can be written as, 

Fs = [riijVj + (Pj - p)Aj cos ofe  + ß m.*^      , (Eq. 2-94) 

where av is the expansion half-angle of the divergent section of the nozz.'e and ß is 
a dimensionless proportionality factor that depends on nozzle geometry, the locat- 
ion of the injection port, and the specific heat ratio of the nozzle fluid.     Typical 
values of ß are of the order of unity. 

6.3.3. Comparison with Experimental Results   -  A comparison of some predict- 
ions of Eq.2-94 with experiments may be obtained from Figs. 2-20 and °-21.     It 
will be noted that the prediction Fs ~ m p valid when (-><-p)Aj is either negligible or 
proportional to mp is borne out by all or the experiments.     Furthermore, Fig. 2-20 
shows that the slope of the curve of Fs  vs. riij for gas injection depends on what gas 
is injected.     This can be traced to the dependence v)30 ~   VTiTj   =   /R^Tj Tm for 
isentropic expansion of a gas from the jet temperature Tj and pressurepi to press- 
ure p, whi h implies tSat the constant of proportionality between F„, and iiij depends 
on the molecular weight m.    Numerical calculations (96) for gas injection based on 
a formula like Eq.2-94,  in which the molecular weight dependence is evaluated, are 
seen to agree well with experiment.     The absence of a dependence oi the slope of 
(he curve of Fs vs. m, on the area A j (sec Eq. 2-94) for gas injection has also been 
verified experimentally (99).    On the other hand for injection of a volatile liquid 
such as freon, the slope of the Fs vs. m,; curve does depend on the port area Aj (see 
Fig. 2 21).     This has been explained as arising from vaporization of the liquid, an 
e'fec? th&l v .*s neglected in the arguments that led to Eq. 2-94.    A theory that 
accounts for vaporization of a volatile injected liquid is given in Ref. (93). 

6.3.4. Choice of Injectant Fluid   -   Experiments have been performed with numer- 
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Fig. 2-20   Effect of molecular weight on curve of side force (in 
pounds) vs injectani mass flow (in pounds mass per 
second) for gas injection, from Ref. (96).    Injector 
diameter = 0.0625 in., nain axial thrust = 111.2 lb. 
primary flow rate = 0. 84 rounds mass per second. 
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ous injectant fluids.   In addition to those indicated in Fig. 2-2G and 2-21, studies have 
been made of liquid nitrogen (98).  A number of injectants have beer, studied which 
are capable of reacting exotheraucally either alone or with the combustion products. 
Points for one suc:  injectant, N20 , appear in Fig. 2-21. 

Storage problems and mechanical problems of injection are less seyerefor liquids 
thanicr gases for given values of the total injectant mass and mass flow rate.   How- 
ever, the side force at a given injection rate is appreciably lower witn liquid injec- 
tion (compare Fig. 2-20 and 2-21).  Liquids can provide sufficiently large side forces 
at acceptable injection rates only if they produce enough vapor,   Freon is an example 
of such a liquid;   at present, freon is a very promising injectant for a number of 
applications. 

If the weight penalty for the storage and injection systems permits the use of gas 
injection, then it is desirable to inject a gas with a low molecular weight (see Fig. 
2-20;   recall that VJOQ~ \/\ ** ).    It is also desirable to inject gas at a high tem- 
perature (recall that v^ ~* VTj/.     But here again, additional weight and design 
problems arise for hot gas injection. 

Injection of a reacting gas can increase the side thrust by a mechanism somewhat 
analogous to that occurring with the injection of a hot gas   provided that the reacting 
gas can be made to liberate its heat inside the nozzle instead of in the external ex- 
haust.    The high velocities in the diverging portion of the nozzle impose the require- 
ment of a very short chemical reaction time in order for a reacting gaseous inject- 
ant to be effective.     Theoretical formulas for the increase in side force due to heat 
liberation by the injected fluid may be found (101). 

6. 3. 5.   Hot Gas Valves   -   The necessity of storing a fluid injectant can be elimina- 
ted if some propcllant gases from the combustion chamber can be injected through 
the nozzle wall.     Furthermore, much smaller injectant flow rates of propcllant 
gases would be needed to produce a given side force, because the propellant gases 
have high temperatures and low molecular weights.    All that is required is a valve 
for regulating a small mass flow of propellant gases from the chamber to a port in 
the nozzle wall. 

To develop such a hot gas valve is a formidable problem.     A considerable amount 
of effort has been spent on this problem, but it has not been solved yet.     Neverthe- 
less, with continued effort, one may expect to find hot gas valves controlling the 
thrust vectors of future solid-propellant rocket motors. 

6.4.   Comparison of Mechanical and Fluid Injection Thrust Vector Control 

The relative weight penalties of mechanical- and fluid-injection devices for direct- 
ing the thrust vector depend upon the specific application.    Howeve , it may be 
stated that use of mechanical devices aJways leads to a (small) aeci ease in the mag- 
nitude of the axial thrust and the total impulse, while fluid injection increases these 
performance parameters. 

7. Compatability of Solid-Propellant Motors with New Nozzle Design Concepts 

In recent years, various ntw concepts of nozzle design have been proposed.   Notable 
among them are the plug nozzle and the expansion -deflection [E^) nozzle.     The pro- 
perties of these nozzles are described and compared with those of more conventional 
nozzles in Fig. 2-22.     We shall consider briefly the compatibility of these nozzles 
With solid-propellant motors. 

First, we note that the plug and ED nozzles, and also the intermediate but less so- 
phisticated doubU'-eone nozzle (with a central pointed cone and an outer diverging 
cone, possibly ol differing cone angles) are all essentially annular type nozzles. 
As such, they are particularly suitable for solid-propellant combustion chambers 
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with annular grains.    Tht mechanical supports required for annular grains could 
be adapted relatively easily to serve as supports for the plug or deflector as well. 
The new nozzles lend themselves well to grain designs giving approximately neutral 
thrust-time curves.    The ED nozzles may be best suited for slightly progressive 
burning, while the plug nozzle, with the larger central portion, may work best for 
slightly regressive burning.    Exploitation of this comparability in developing integ- 
rated chamber-nozzle designs for particular applications appears to be warranted, 
especially for large solid-propellant rocket boosters. 
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Nomenclature 

A 

a 

B 

.* 

D„ DT 

h 

m 

M, 

"1   , 

I' 
til 

Mi 

Mi 

local cross-sectional area of stream tube 

sound speed 

nR°T, 

characteristic velocity 

thrust coefficient 

specific heat at constant pressure 

molar heal capacity at constant pressure for species i 

specific heat at constant volume 

thermodynamic coefficients defined in Eq. 3-97 

thrust 

standard molar free energy of species i 

enthalpy per unit mass 

molar enthalpy of species i 

molar heat of iormation of species i at standard temperature 

specific impulse 

total impulse 

equilibrium constant for partial pressures 

total mass of propellant;   number of gaseous compounds in the 
system 

symbol defined in Eq. 3-40 

mass of species j contained in the propellant 

propellant mass flow rate 

mixture ratio defined in Eq. 3-8 

stoichiomelric mixture ratio 

f'i.d number of compounds in the system; nitrogen percentage by 
mass; total number of moles of gas-phase species per unit mass 
ol (he system 

number «J! atoms of type I in a molecule 

numb« r of moles of chemical species i in a unit mass of mixture 
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P 

Pi 

Pmax 

I- 

o 
p 

8 

K 
T 

*b 

T, 

u 

V 

V 

' ik 

&h° 

5U 

number of moles (per unit mass of system) of conüensed species j 

total pressure 

partial pressure of species i in the gas 

peak pressure 

regression rate 

universal gas constant 

entropy per unit mass 

standard molar entropy of species : 

temperature 

burning time 

initial temperature of propellant 

internal energy per unit mass 

velocity 

gas velocity perpendicular to surface 

valence of atom of type I 

particle velocity 

state vector 

mole fraction of gas-phase species i 

mole fraction of species j 

symbol defined in Eq. 3-91 

symbol defined in Eq. 3-87 

mass fraction of species j 

«nXi 

k 
number of atoms of the chemical element A   contained in chemical 
compound e 

akj a nonsingular square submatrix of aik 

number of molecules B   required to construct compound o 

generally denotes change in a quantity ( ) 

standard heat released in a reaction per unit mnss of reactant con- 
sumed 

Kronecker delta 

1 



no 

symbol defined in Eq.3-29 

sr* CF » Cs      quality indices 

Pi 

i 

P 

a 

<;> 

s' 

Lagrange multiplier 

chemical potential of species  i 

nitrogen index for homogeneous propellant 

stoichiometric coefficiem s for species i appearing as a reactant or 
product, respectively 

gras density 

quantity defined in Eq. 3-109 

molecule equivalence ratio defined in Eq.3-6 

overall eouivalence ratio for composite nropellant defined in 
Eq.3-10 

sum over gas-phase basis species 

. v 

J» 

Script Letters 
k 

9f* 

-'V, 

,V, 

) 

symbol for a chemical element 

a basic constituent 

symbol for a chemical specirs 

number of elements in the system 

gram molecular weight of chemical species j 

total number of atoms of typu k in a unit mass of the r.hemieal sys- 
tem, dividou by Avogadro's number 

total number of basic constituents of type j in a unit mass of the 
chemical system, divided by Avogadro's number 

volume of strand burner 

Superscripts 

(a) approximate solution 

c condensed phase 

o standard 

(0) zeroth approximation 

(1) first approximation 



Subscripts 

v. chamber condii urns 

e equilibrium; exit conditions 

F fuel 

f frozen 
or 
c 

j molecule identifi cation 

0 oxidizer 

p identifies propellant properties 

s stoichiometric condition identification 

1 throat conditions 

\ 
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Performance   of   Solid  Propellants 

l     Introduction 

The determination of the performance of solid propellants is an important step in 
the development of the field.    It is necessary to calculate somewhat more accura- 
tely in solid propellants than in other propellants because the specific impulse is 
limited to about 300 seconds.    An increase of a few seconds in the specific impulse 
provides an appreciable gain which can affect the choice of propellant.    In the 
present chapter we shall describe two aspects of this problem, first theoretical 
performance calculations by the various methods that are currently employed and 
then experimental techniques that are used to verify these results. 

In general, exothermic combustion reactions require two reactants,   an oxidizer 
and a fuel, which are distinguished by their positions in the periodic table (1) (2). 
Chemical elements which act as fuels ire hydrogen, lithium, beryllium, boron, 
carb:;, sodium,   magnesium, aluminium, silicon, etc ..., while elements which 
acts as oxidizers are oxygen, fluorine,    hlorine, etc.. nitrogen is a neutral ele- 
ment in this context.     Thus, fuels generally fall in tUa chemical groups 1 through 
4, oxidizers are in groups 6 and 7 and group 5 separates iu^ls from oxidizers. 
A solid propellant  constituent which contains both fuel and oxidizer elements can 
be denoted by the general chemical formula : 

CcHHBp      ..00FF (Eq.3-1) 

The indices C, H, B, , 0,F indicate the number of atoms of each type con- 
tained in the    olecule. 

The gram molecular weight of the propellant constituent identified in Eq.3-1 is : 

m    - c    rn Q    
+    H   m H   + B m n  +••••+   ° m o  + F  m' F ^Q* 3-2) 

where mc , ,„H     are the molecular weights of the elements.     In describing 
propellant compositions, one often specifies [6.06 x 1023]"1 times the number of 
atoms in a kilogram of the material instead of the number of atoms in a molecule 
of the material.     The corresponding chemical formula would be : 

C(. HhB,, .... 00Ff (Eq.3-3) 

where the lower case indices are defined by : 

c H B 0 . F m 
c 

= ¥ = "F =  '• 0 
= T = ID3 
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For example, mtroglycerin,  which is a constituen* of homogeneous solid propel- 
lanls has the molecular formula C., Hf) N3 Ol)f   and the formula Cj ? 2 U22  n 
NJ.J 2 0.,„ 7 based on gross-weight. 

We note that the notation of Eq.3-3 can also be used to describe the composition 
of muItimolecular mixtures.    If a system contains n different chemical species 
j, each present in a mole traction X, and each having lower-case indices c,, hp 

..., then the values of the gross*weight indices c, h, ... that appear in the form 
of Eq.3-3 which describes the overall mixture t?re,  (1),  (3) : 

n n 

c   --   y      XJCJ    ,     h  =   >;      Xjh, .... (Eq.3-4) 

1.1     Definition of Mixture Ratio 

Molecular constituents of solid propellants are often composed of both fuel and 
oxidizer elements which can combine chemically to produce gaseous reaction pro- 
ducts.     For any given molecular constituent, this chemical combination can occur 
in such a way that all of the elements (except nitrogen) from molecules with satu- 
rated chemical bonds i.e., stoichiometrically, provided that the total number of 
oxidizer valences equals the total number of fuel valences,   i.e. 

\V N.    V. =   [~v  N     V.   1 (Eq.3-5) 

where Nx is the number of atoms of type I in the molecule, Vi is the valence of an 
atom of type I, and the subscripts O and F imply that the sums ate to be carried 
over oxidizer and fuel elements, respectively (4).     In general, we define the equi- 
valence ratio of a molecule as : 

*   = Hi v, 

L   • J 

(Eq.3-6) 

This quantity is unity for molecules of ctoichiometric composition but in general 
it differs   from unity.  In the case of nitroglycerin, for example, 4> = 2x9/ 
(3x4+5)= 18/17;   thus this molecule contains an excess of oxidizer.     We 
note that this definition of <I» can be generalized to multimolecular systems accor- 
ding to the formula : 

4> = 

j L i J     '     j        L i J 

in which the subscript j identifies the different molecules. Although the molecu- 
lar equivalence ratio •!> may be defined for any molecule, it is useful only for cer- 
tain molecular constituents of propellants, as we now indicate. 

One may define two classes of solid propellants : (a) homogeneous solid propel- 
lants ?re propellants that contain no nonhomogeneities of dimensions which are 
larger than the sizes of macromolecules.     These propellants generally contain 
fuel and oxidizer elements in the same molecule.     A pure substance of this type 
is called a propellant base.     The most common propellant bases are nitrogly- 
cerin aru1 nitrocellulose [C2 IH-JSO.I iN12)-     Single base propellants contain only 
one base (e.g., nitrocellulose;.     Most homogeneous propellants are double base 
and contain both nitrocellulose and iKfroglycerin.     (b) Heterogeneous solid pro- 
pellants are projx,'Hants that contain nonn mogeneit'es of dimensions which are 
larger than the sizes of macromolecules.     li»e heterogeneous propellants of 
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interest to us in this section are composite propcllants which contain macro- 
scopic oxidizer particles (e.g., ammonium perchlorate, NH , CIO,) in a plastic 
fuel matrix called the binder. 

Molecular equivalence ratios are most useful in discussing bases of homogeneous 
propcllants;   they would take on the values 0 and JO for many fuel and oxidizer 
molecules that are used as constituents in heterogeneous propcllants.     For com- 
posite propcllants, one speaks of the overall mixture ratio,  which is defined in 
a manner similar to that of liquid bipropeiiants and -inch describes the overall 
propellant composition.     The stoichiometric mixture i"»Ho is : 

IVR B  =  [mr /mo]    s (Eq.3 7) 

where the subscript s identifies stoichiometric conditions and mF  and m() are the 
masses of fuel and oxidizer,   respectively,  contained in the propellant.     In using 
Eq.3-1 of course one li^st identifies the fuel molecules and the oxidizer molecules 
of the propellant.     Th       ixture ratio of any given composite propellant formula- 
tion is simply : 

IVR  ='  mF/m0 (Eq.3-8) 

When the propellant contains only one type of molecule that acts as a fuel and 
only one type of molecule that acts as an oxidizer, it is clear that : 

y 
(Eq.3-9) Ml    = -+■     i-» 

:'N,  V; 

[l"l  V. F 
I 

where the definitions of the sums differ from those appearing in Eq. 3-6 because the 
sums are now to be taken over all elements of the oxidizer (fuel) molecule, with the 
valences of oxidizer elements (fuel elements) taken to be positive and the valences 
of fuel elements (oxidizer elements) taken tc be negative.   For example, the 
oxidizer NH4C104 would have  [SNj Vf\ 0  =0x1-4x1 + 1x1 + 4x2=5 here. 

The reader may derive the generalizations of Eq. 3-9 which are applicable to 
systems with more than one fuel and oxidizer. 

The overall equivalence ratio for a composite propellant is defined ^s the ratio of 
the mixture ratio to the stoichiometric mixture ratio : 

NR 
V =  ä«- (Eq.3-10) 

which is unity for stoichiometric propellant formulations. 

In technical analyses of solid propcllants, one often uses the mass fraction of the 
molecular species j : 

Yj   -   njj/m (Eq/Ml) 

where m - ^.m, is the total mass of the propellant.     For example, with ;i pro- 
pellant containing the three chemical components : ammonium por- 
chlorate (AP),  polyurethane (PU) and aluminum (A\), we have: 

YAP    =   mAP   /m'     YPU    =   mPU   /m'     YAI    =   mAi   /m- 
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and the mixture ratic is : 

MR        (YAI     4     -YPU )/YAp (Eq.3-12) 

We note that occasionally other nomenclature (e.g. mixture ratios defined as the 
ratio of the oxidizer mass to fuel mass,  or mixture ratios based or. number of 
moles) may be found in the literature. 

1. 2     Composition of Propellants and of Products of Combustion 

1.2.1    Propellants - Homogeneous Propellants 

The most common homogeneous solid propellants are mixtures of nitroglycerin 
(C3H5(ON02)3) with solid nitrate esters such as nitrocellulose.     Typical chemical 
formulas of the second constituent can be expressed in the form : 

£"2 4^40 _  „    02() + 2»   Ni<   » 

for which the molecular weight is m = 648 + 45 ' and the nitrogen percentage by 
mass is n = 1400 v / (648 + 45^ ). In the various applications, n generally lies 
between 11 and 14. 

A representative propellant composition is that cf   JPN    which is listed below. 

Composition of JPN Propellant percent 

Nitrocellulose (13.25% nitrogen) 51.5 
Nitroglycerin 43 
Diethylphthalate 3.25 
Potassium sulfate (flash -suppressor) 1.25 
Ethyl centralite (asym -diethyldiphenylurea) 1.0 
Carbon black 0.2 
Wax 0.08 

Density 1.62g/cm3 

We note that most homogeneous propellants contain a large percentage of nitro- 
cellulose plasticized (made malleable) by a liquid nitric ester, so that the final 
propellant will have the consistency of a gel.     They also contain stabilizers to 
prevent the chemical composition from changing (diphenylamine, ethyl centralite, 
diethylphenylurea);   the slow degradation of nitroglycerin and nitrocellulose lib- 
erates compounds (oxides of nitrogen) which accelerate the decomposition, and 
the role of th° stabilizers is to fix these compounds before appreciable accelera- 
tion of the decomposition process can occur.     Carbon black is an opacifier which 
prevents radiant energy transmission to the interior of the propellant; such energy 
transmission can cause undesirable internal ignitions.     Certain cat     sts (potas- 
sium sulfate) are used to modify the burning rate of the propellant.     Some other 
materials are added to facilitate extrusion and other manufacturing operations. 

In Table 3 
in France, 

1 we give compositions of some homogeneous solid propellants used 
Germany, Russia, the United Kingdom and the United States. 

By comparing the values of <Mor nitroglycerin which has an excess of oxygen and 
for nitrocellulose (<t> = (40 + Au ) / (136 - v ) ) which is deficient in oxygen, we see 
that in principle it is possible by mixing these two constituents to obtain an ovei all 
mixture ratio which is stoichiometric.     However,  this is not possible in practice, 
and we emphasize here that the practical specific impulse obtainable with mix- 
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Propel I ants SD CORi>ITE JP M7 MRN R-6i BACA 
(F) (USSR (US) l TTO\ (US) (US) (m) 

Constituents 

nitrocellulose 66 56.5 52.2 54.5 56.51 61.5 59.9 
dinitrodiethylene glyrol 3D.0 
dinitrotriethylene glycol 
nitroglycerin 25 28 43 35.5 28.0 26.9 
dinitrotoluene 11 11 
trinitrotoluene 
centralite 8 3.5 0.9 4.5 2.9 
diethylphthalate 3.0 
diphenylamine 0.6 
diphenylurea 2.1 
ethylphenylurea 1.4 
stabilizer 1 1 
alphanitronaphthalene 6.1 
dimethylphthalate 
KN03 1.2 
K2SO.j 1.5 2.0 
BaSO.,TiO 
MgO 1.0 
Ti02 0.9 
Carbon black 1.2 0.5 
Wax 0.08 
C03Ca 
C104K 7.8 

Fropellants JPN SC HSC 105.5 17H R61 Z 167 
(VS) (UK) (UK) (UK) (G) (G) (G) 

Constituents 

nitrocellulose 51.5 49.5 49.5 60.0 63.7 67.8 55.8 
dinitrodiethylene glycol 39.66 16.0 35.3 16.35 
or: Urotriethylene glycol 16.0 16.3b 
nitroglycerin 43.0 41.5 47.0 
dinicrotoluene 9 
trinitrotoluene 12.5 
centralite 1.0 9.0 3.5 2.0 
diethylphthalate 
diphenylamine 0.8 
diphenylurea 1 
ethylphenylurea 1.1 
stabilizer 0.74 1.5 0.5 
alphanitronaphthalene 
dimethylphthalate 3.25 
KNO^ 0.6 
K2SOj 1.25 
BaS04TiO 0.5 
MgO 0.4 0.25 
Ti02 

Carbon black 0.9 0.1 0.3 
Wax 0.08 0.07 0.07 
C03Ca 0.35 0.35 

h*      Table 3-1 Some Homogeneous Propellants 
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tures of niiroglycerin and nitrocellulose is relatively low (of tho order of 200 to 
220 seconds).     For maximum performance (i.e. for nearly stoichiometric condi- 
tions) the ratio by mass of nitroglycerin to nitrocellulose should be about 6.8. 
However, at present it is not possible to obtain a siorable propellant gel with 
nitroglycerin mass fractions greater than about 47 percent. 

Although new compounds are being studied for improving homogeneous propellant 
performance, these propellants have largely been superseded by heterogeneous 
propellants which exhibit superior performance. 

Heterogeneous Propellants - We distinguish fwo categories of heterogeneous 
propellants,  (a) simple heterogeneous propellants (typified by the AP - PU compo- 
site system) in which the binder is not capable of sustaining combustion by itself and 
(b) hybrid heterogeneous propellants which employ energetic binders whose 
constituents can in themselves serve as bases for homogeneous propellants.     We 
consider the oxidizer and fuel constituents of simple heterogeneous propellants 
first. 

(a) Oxidizers - The oxidizers used in heterogeneous propellants are usually 
perchlorates and currently are most often ammonium perchlorate.     The choice of 
oxidizer is based on its heat of formation, which should be as nearly positive as is 
t   isistent with stability, its density, which should be as high as possible and its 
oxygen content, which should of course be as large as possible.     Table 3-2 gives 
some properties of various oxidizers;   in Table 3-2 the percent oxygen available is 
100 times the mass of oxygen that remains after all fuel valences in the oxidizer 
molecule are satisfied, divided by the molecular weight of the oxidizer molecule. 
The molecular weights and heats of formation of another selection of oxidizers are 
shown in Fig. 3-1;   the lines through the origin indicate values of the heat of 
formation per unit mass.    Nitronium perchlorate is a   most interesting oxidizer 
in these selections (5), but it reacts violently with fuel binders and therefore is 
difficults to use safely.    Its use may be made possible by protecting the oxidizer 
particles from the f      'inder by means of an oxidizing binder made from deriva- 
tives of fluorine, lu.       .mple.     Hydrazine perchlorate also presents some 
problems which are inherent in its tendency to decompose.    Although the choice of 
possible oxidizers is restricted to molecules with relatively high bonding energies 
by the requirement that the oxidizer be a solid with sufficient stability, nevertheless 
current oxidizer might be improved by investigating compounds containing fluorine. 

(b) Fuels (6) - Developments in the plastics industry have made it possible to 
utilize  a wide variety of materials for fuel binders.    Some of the available 

polymers are polysulfide polyester, epoxy, synthetic ruboers, polyurethane, poly- 
butadiene, polyisobutylene, and phenolic or cellulosic resins.     Polysulfide poly- 
mers that have been used ?s binders include ethylformalpolysulfide ( - CH2CH2 
OCH2OCHXHJJSS - )x, butyletherpolysulfide ( - (CH2)4OCH20(CH2) 4 SS - )x, 
dodecamethylenepolysulfide ( -CH2)i2SS -)x.    A handicap of these plastics is that 
it is difiicult to add a light metal to them because they retain water during curing 
reactions.    An advantage is that they possess good mechanical properties. 

Pclyurethanes are useful in solid propellants because they are generally formed by 
the condensation of an isocyanate and a diol, for example diisocyanate and a glycol, 
which brings about the precipitation of the polymer without the necessity of 
eliminating water.     A chemical reaction of a di.oocyanate with a glycol can be 
written as: 

R (N C 0)2 + R' (OH) 2 -*- HO(R'OCNR)NCO 

A chemical formula based on gross weight for a polyurethane polymer is: 
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Oxidizer Formula   Molecular      Density     Percent Heat of 
Weight Oxygen Formation 
g/mole Available       kcal/mole 
 at 25°C 

Ammonium      NHjClOj   117.49 
perchlorate 

Ammonium      NH4N03     80.05 
nitrate 

Hydrazine        N2H5N03   95.0 
nitrate 

Lithium LiNOg 68.95 
nitrate 

Lithium LiC104      106.40 
perchlorate 

Nitronium        NO2CIO4   145.46 
perchlorate 

Potassium       KC104       138.55 2.524        46.19 -103.6 
perchlorate 

Hydrazine        N2H5C104132.49 1.939*      24.2 -42.5 
perchlorate 

* SIEGEL and SCHIELER,~Energeucs of Propellant Chemistry, Wiley p. 1757 1964. 

* * LEVY, von ELBE, et. al.    Research on the Deflagration of High - Energy 
Oxidizers, Atlantic Research Corp., Final Tech. Rept., Contract AF 49  (638)- 
1169,  1965. 

Table 3-2 Properties of some Oxidizers 

1.95 34.04 -69.4 

1.725 20.0 -87.3 

1.685 8.4 -59.0 

2.38 58.015 -115.3 

2.429 60.15 -98.0 

2.22* 66 18.O* 
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HEAT OF 
FORMATION 
Kcal/MOLE 

-100 

-200 

(A)=  0 2 . 10JKcai/Kg 
(B)=   -0 2 . 103Kcn!/Kg 
(C)=   -0 5. 103Kcal/Kg 
(D)=  -103Kcal/Kg 
(E;=   -2 .103Kcal/Kg 

CIOiiN02(s) 

40 60 80 100 
MOLECULAR WEIGHT  G/MOLE 

Fig. 3-1      Heats of formation of some solid oxidizers. 
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^51.2  ^ 9 5. 8 N i . .|0,T, 9 - 

with a heat of formation of about -830 kcil/kg.     Propellant binders b,°sed on these 
materials have excellent mechanical properties and good performance. 

Polybutadiene - acrylic acid polymers (PBAA) have numerous industrial uses anu 
are also applicable in propellant formulations because of their good mechanical 
properties.   These copolymers are of the rorm: 

( C H2 C H C H C H2)x,   (HOOCCHC H2)t 

and have a density of about 0. 91 gm/cm3;   A formula based on gross weight for a 
polymer of this type is: 

^6S. 1  "lil. P 3. 2 1 " 0. 61 

with a heat of formation around - 90 kcal/kg 

Aluminum (Al) is the metal that is most often added t0 solid propellants to inciease 
their performance, but boron (B), 1    lium (Li), beryllium (Be), Magnesium (Mg) 
and zirconium (Zr) are some of the other metals that can also be used. 
The binder serves to hold together the oxidizer particles as well as the metal 
particles in metalized propellants.     Consequently, problems may arise in the 
mechanical properties of the grain;   in order to obtain a particular desired 
cohesiveress and elasticity of the grain it may be necessary to avoid using certain 
binder materials that are desirable from the viewpoint of performance. 

To illustrate this point, we note that for polyethylene (CH2)   , the stoichiometric 
mixture ratio Ml   with amn ^nium perchlorate is about 0.1 giving a stoichiometric 
mass fraction of polyethylene of 0.09.     At this low binder mass fraction,  it would 
be very difficult to obtain acceptable mechanical properties of the grain, 

The volume fractions more than the mass fractions of the various constituents in 
the propellant affect the mechanical properties.     This is why constituent densities 
are important.     Binders with lower densities usually have better mechanical 
properties but worse performance.     Binders containing oxygen are useful in propel- 
lants because the corresponding stoichiometric binder mass fractions are relatively 
liigh, so that good mechanical properties can be obtained at the mixture ratios that 
yielu maximum performance. 

(c) Energetic binders - The earliest hybrid heterogeneous propellants were of the 
composite - double base type,  in which oxidizer particles (e.g. ammonium 
perchlorate) were mixed in conventional,  fuel-rich, double-base binders in order fo 
increase performance.     Later systems incorporated metals (such as aluminum) 
as well, along with additional amounts of oxidizer, in order to obtain still higher 
performance.     Plasticizers other than nitroglyeerin can be used.     It is also 
attractive to use polyurethane nitroplastics which contain 3 to 40% oxygen. 
A variety of different nitropolymers have appeared in propellants.     Polyurethane 
nitroplastics have increased the binder fraction by 20% while increasing the specitic 
impulse by three seconds (244 sec to 247 sec). 

1.2.2. Combustion Products - Performance is affected by the heat released during 
comV-ustion, the chemical species produced in combustion, and the physical states 
of these reaction products in the chamber and also in the nozzle. 

Representative stable reaction products are H20,  HF, IIC1, COg, CF,   CC1,, 
A1203, A1F3, A1C13,   ... at high temperatures, these materials dissociate into 
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OH . Ai2Ov. A1.--.0, AlO.... atomic species also appear at 
»pera'tufes.   "Product gases may also contain H.2.02, N2 ... 

v specie; equ. . ■ its standard heat of formation plus the enthalpy 
jgoingfrom us        ^'. .d state to the prevailing conditions of pressure 

u rature.     We '; '.   the standard state of a species to be the form of the 
nospheric pressure and "at 25 °C.    The standard heat 

of formation of a species {denoted h*ve by h , when referred to a unit mass) is then 
qiuired at atmospheric pressure and at a temperature of 25 °C 

rn (he s| M .     in its standard state from its elements in their standard states. 
.. impl« . the standard :   at of formation of Ai2 03 is the energy absorbed  in 

!he pro« ■ 

2AU^)  ^3/2)02(g)—- *Ala03 (s) 

at I aim and 25  ' C:   the heat of formation of A3 X>3 is -399 kcal/moüe.    The stan- 
dard heat released in a reaction, Reactants-——»-Products, is then: 

roaetants   "products (Eq, 3-13) 

adiabatic system, this heat release serves to increase the chamber tempera- 
ture.     Since hi»;h chamber temperature leads to high performance (see Chapter 2), 
high standard heat of reaction are desirable tor the combustion reactions.     There- 
for^ targe positive values of Ah° are desirable.    Equation 3-13 shows that this 
can be achieved by making hrra€tants as nearly positive as possible and by making 
"products large and negative.     The heats of formation of some combustion products 
are shown in Fig. 3-2.    Taking the heat of formation per unit mass as a criterion 
for pertormance, we see from this figure that the line connecting LiF(s), BeO (s),- 
B203 (S) and A!203 (s) provides a locus oi species which are the most desirable 
reaction products. 

The physical states of reaction products in the chamber and in the nozzle may be 
inferred from Fig. 3-3 or 3-4 for system in which the oxidant is oxygen or fluorine, 
respectively.     It is seen from Fig.3-3 that the formation (excluding C02 and H20) 
generally tends to condense in the nozzle and sometimes in the chamber.     As 
indicated in the Chapter 2, this condensation is usually essential for good perfor- 
mance, but it also leads to two -phase flow problems.     It may be seen from Fig. 3-4 
that in general fluorine compounds are less likely to condense than oxygen 
compounds. 

2     Theoretical Performance Calculations 

Th^ first step in performance calculations is to determine equilibrium composition 
of the combustion products as a function of pressure and temperature,  (7). 

2. I. Equilibrium Composition Equations 

2. 1. 1. Definition of Basis - Let us consider a general system containing n different 
chemical species, of which m are gaseous and n - m are in condensed states. 
The formation of a chemical species 9f l from its constituent elements a/* can be 
written symbolically as: 

f 

fl= 2 ttik   *k 1=1 n, (Eq. 3-14) 

in which aikdenotes the number of atoms of the chemical element .•*contained 
in chemical compound*"1  .     The indices i are assigned in the following way: 
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OH   ?° • MOLECULAR 
WEIGHT g/mole 

20 40 60             80 

HEAT OF  -100 
FORMATION 

Kcal /mole 

-200 

-300- 

-400 

10JKcal/kg 

2KT Kcal/kg 

3.10JKcal/kg 

Al203(s) 

6-103Kcal/kg    Ttb3Kcal/kg 

Fig. 3-2    Heats of formation of major species composing combustion 
products. 
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Fig. 3-3    Temperature domains of condensed phases in combustion 
gases.    Oxidizer:  oxygen. 
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Fig. 3-4    Temperature domains of condensed phases in combustion 
gases.     Oxidizer:   fluorine. 
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i = 1 ( gaseous elements 
i - JP+ 1 m gaseous compounds 
i = m + 1 n condensed species 

and the description of the chemical system is augmented if necessary so that all of 
the f basic elements appear as chemical species.     Identical compounds in different 
phases are treated as different chemical species, and condensed solutions as well 
as the simultaneous existence of more than one condensed phase of the same 
compound will later be ruled out.     Thus each condensed phase will be treated as a 
pure substance, and relatively unimportant phase-transition regimes in which the 
number of independent thermodynamic variables other than compositions is reduced 
will not be discussed      We note here that for the elements (i = 1 C), a.k- 1 
when k - i and a^- 0 when k / i.     Therefore if the i elements are the only species 
present, then the matrix aikis obviously of rank f.     These results, along with the 
observation that in general a, k isanf x n matrix with n > 1,  imply that o. tj is always 
a matrix of rank«, (2)  (7) (8) (9) (10). 

Although in the formulation of Eq. 3-14 the element syrnbolsV were taker to repre- 
sent atoms in order to facilitate understanding, we emphasize here that it is not 
necessary to choose atoms as the basic building blocks from which the chemical 
compounds arc constructed.   There are many possible choices for the independent 
set of ft basic constituents.     In order to see this and to glean information about 
restrictions on the choice of these basic constituents, let UP assume that each com- 
pound^1 is broken into f basic constituents .# J , some of whi; h differ from atoms 
but all of which are present in the system (i. e. are members of the set of all v^'1 ). 
The composition offif1 is then written symbolically as: 

** = E    ßi^*J i = 1 n (Eq. 3-15) 
j=l 

where ß^is the number of molecules £J required to construct compound V i     (note 
that the elements of ßi . may be nonintegral or negative).    Since 9 J are members 
of«*1, Eq. 3-14 implies that : 

^i=t *Jk    ^ J = l ' ■ (Eq. 3-13) 

where #ji<is a square submatrix of öIR-     If ftjkposesses an inverse (denotti by okj
_1 

here), then the formula implies that: 

■^-ivi* k = i i. 

which upon substitution into Eq. 3-14 yields: 

k=i .1=1 

Comparison of this expression with Eq. 3-15 shows that: 

n, 

ßu'l 
-l 

,= L   aikäkj" i = 1 n, J = 1,  .... . I 
k=l (Eq. 3-17) 

which is a matrix-multiplication transformation rule for computing the coefficients 
ß t j   from aikfor any choice of basic constituents 9 J .     The restriction on the 
derivation of Eq. 3-17 is obviously that the square submatrix 6\ymust be nonsingular 
(so that coexists);   this restriction can be expressed formally by the requirement 
that its determinant does not vanish: 

la       * o (Eq- 3~18) 
J k 
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If one were to attempt to evaluate the coefficient ßLj  , in a simple physical way from 
Eq. 3-15 by counting the number of molecules required to make the compound <ffi   , 
one would find ti«at some compoundstf* could not be constructed from the set #J if 
| Ojk|were equal to zero. 

Any set of constituents.^, given by Eq. 3-16 and satisfying this Eq. 3-18, forms 
an acceptable set of basic constituents and may be termed a basis of the chemical 
system.    In practical composition calculations, it is often convenient to choose 
a basis which differs from the set of all atomic species. 

To illustrate the operation of basis transformation, let us consider the system 
constructed from the atoms H and O.    Let the matrix aik be defined by the table: 

H20         HO 

H            2              1 

0            1              1 

H2           H 02 0 

2             1 0 0 

O            O 2 1 

so that: 

">k 
2     12     10     0 
110     0     2     1 (Eq. 3-19) 

Suppose we were to take H20 and 'Tn as a new basis.    Then we should have: 

— J 

H20 H2 

H 2 2 

O 1 O 

so that the submatrix would be: 

[Ojkl 

We note that the determinant a*      = - 2 / 0 here, ana* therefore the new choice is 
an acceptable basis.    Since the value of the matrix ot\\< implies that: 

[VM i 
-1 

(Eq. 3-20) 

by means of a simple matrix calculation we then find from Eq. 3-17 and Eq. 3-19 
that: 

'ij 
1 2 

-2 
1 

-1 (Eq. 3-21) 

An advantage in using a basis other than the atoms arises from the fact that some- 
times th? concentrations of various free atoms in the system are negligibly small. 
If one eliminates such atoms from the basis, then it is possible to neglect these 
free atomic species entirely in calculating chemical compositions, thereby reducing 
n and the number of columns in ßi ,, so that the amount of necessary computational 
work is decreased. 

: 
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In practical computations, it is therefore unnecessary to augment the description of 
the chemical system as was done at 'he beginning of this section.     As a related 
point, we note that in eliminating certain atoms from consideration, we may actually 
reduce the rank of the matrix /j.that is used in computations.     A simple example 
of a system in which the rank of the matrix ßi jthat is needed in composition 
calculations is less than the number of different kinds of atoms, is provided hy the 
two-component system experiencing only the reaction N^O.t*^ 2 NC^ and containing 
only the species NC^ and N20.i;   here NO^ may be taken as the basis and the rank 
of /'^then equals 1, even though the 2 atoms N and O are present in the molecules. 

Modern computing machines are usually large enough to handle the complete aug- 
mented system of chemical species.     However, even when such machines are avail- 
able, there are advantages in using as a basis a set of molecules which differ from 
the atomic species.     Chemical compositions must be found by iterative calculations 
and the molecules belonging to the basis usually assume a central role in the 
iterations.    Most calculation schemes converge more rapidly if the basis is 
composed of molecules that are present in relatively high concentrations.     In such 
schemes, it is therefore important to select principal reaction products for the 
basis, and atomic species usually are not principal reaction products of the combus- 
tion of solid propellants.    An additional reason for choosing a basis composed of 
constituents other than free atoms in electronic computer calculations of composi- 
tions is that the calculations are often simplified by including all condensed species 
in the basis whenever condensation occurs (9) (10) (11) (12). 

2.1.2. Governing Equations - Equilibrium compositions are determined by a system 
composed of two types of equations, namely equations of atom conservation and 
equations of chemical equilibrium.     We shall discuss atom conservation equations 
first. 

Atom Conservation Equations - We let^*k (k = 1,..., I) denote (5.06 x 1033]"1 times 
the total number of atoms of type k in a unit mass of the chemical system.     In 
computing each ßf one is to count all atoms of the type k, whether they be free or 
contained in chemical compounds.     Thus, the i numbers ATk specify the overall 
atomic composition of the system.    We note here that if the unit of mass is taken to 
be 1kg, then jVk for each atom is numerically equal to the corresponding subscript that 
appears in Eq. 3-3, the gross-weight chemical formula for the overall composition 
of the mixture.     In other words, the formula in Eq. 3-3 then becomes: 

cnrunrBAr °      F jr (Ec*' 3"22) 
" C        " H    -"13 0      * F 

By definition, 
f 

£     yk      mk   = 1 (Eq. 3-23) 
k=i 

where mk is the atomic weight (in the units of mass adopted for Mk) for a mole of k 
atoms.     Calculations of equilibrium chemical compositions can be undertaken 
meaningfully when the pressure, temperature and all tfk are specified for the 
system. 

Since atoms are neither created nor destroyed in chemical reactions, there are f 
separate atom conservation equations which, in view of Eq. 3-14, the definition of 
crih ,     can be written in the form: 

n 

tfk=   V      <*lk  rxi k = 1 £, (Eq. 3-24) 
i= l 
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where ni denotes the number of moles of chemical species i in a unit mass of mix- 
ture.     Equation 3-24 applies equally well whether ni refers to the initial propellant 
composition or to the equilibrium product composition.     One may calculate the 
quantities^ keither from Eq.  3-24 by inserting values of nt and representing the 
initial propellant composition, or else directly from the gross weigh chemical form- 
ula for the overall propellant composition, as indicated earlier.  After the values of 
Jfk are known, Eq. 3-24 constitutes a number of independent equations that the values 
of nA for the equilibrium product composition must satisfy.   For the augmented 
chemical system, the relations for nt appearing in Eq. 3-24 are linearly indepen- 
dent, and therefore Eq. 3-24 provides t independent equations for the n unknowns 
ni; i= 1 n. 

When working with a basis containing species other than atoms, it is convenient to 
express the overall atomic composition of the system in terms of the constituent 
number ß3 of   atoms'   qf each of the species &3 which make up the basis.    We 
define these quantities «Yjby the equation: 

*k   =1  Öjk if. k-1,.,.,1 (Eq. 3-25) 

where a,kis the submatrix defining the basis.    The solution of Eq. 3-25 for jf^ 
enables us to calculate JV from prescribed values of .V, and a)k , viz, 

^j =   t    ^kj'1   ^k j = 1 Ä (Eq. 3-26) 
k=l 

By substituting the original set of atom conservation equation,  Eq. 3-24 into 
Eq. 3-26 and using Eq. 3-17, we see that the set of atom conservation equations 
can be written as: 

n 

■JPJ   = l   ßijni J=l,...,i (Eq- 3-27) 

After the quantities .Vj   have been calculated, Eq. 3-27 gives the restrictions on the 
equilibrium compositions nt that are imposed by atom conservation.     It is some- 
times useful to break up the sum appearing Eq. 3-27 into separate sums over 
gaseous and condensed species.    Recalling that we let i = 1,..., m identify gaseous 
species, we may write Eq.  3-27 in the form: 

m n 

"i=l   Ajni+E     ftjnlf J=l,...,l (Eq. 3-28) 
i=l i=m+i 

where the last sum encompasses all condensed species.     It is clear from the phase 
rule that n - m = I;   therefore it is always possible to adopt the convention that 
every condensed species in the system is to be included in the basis, and it can be 
shown that for i = m +1,..., n, ftj = 0 unless the subscripts i and j both correspond 
to the same condensed species and 0^- 1 when their correspondence occurs.  It then 
becomes possible to write Eq. 3-28 in the form: 

m 

#.r 5in) + u   ^Uni' j = l,...,f (Eq. 3-29) 

where 5 j- 0 if the subscript j identifies a gaseous member of the basis, 6j= 1 if the 
subscript j identifies a condensed member of the basis and nc. is the number of moles, 
per unit mass of the system, of the condensed species which is identical to condensed 
member j of the basis.     Equation 3-29 serves to assign a special role to condensed 
materials i*   i to reduce the sum over the index i to a sum over gaseous species only. 

We note quite generally by substituting Eq.  3-25 into Eq. 3-23 that: 

£ A & &i"m* i - »• (Kq- 3"30) 
j=l        k= 1 
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It is obvious from the definitions that the molecular weight of species j of the basis 
is: 

«-j = t «j* «„ <E<J- 3-3i> 
and therefore Eq. 3-30 is equivalent to: 

V   jf    m    - 1, (Eq. 3-32) 

which is expected. 

As an illustration of the transformation of atom conservation equations from W^ to 
^   notation, let us return to the H - O system that was discussed in Eq. 3-i9to3-2l. 
If we know Al and AQ( from the overall gross-weight formula of the propellant, for 
example), then according to Eq. 3-26, we have from Eq. 3-20 that: 

^H20=    *0  **d   ^H2=   i    *H      -*0 (Eq-   3-33) 

This is, of course, consistent with Eq. 3-25, which states that: 

\    =2>H20   +2^   and      *Q = # ^        (Eq. 3-34) 

in .his case. 

Chemical Equilibrium Equations - The relations in Eq, 3-15 give rise to chemical 
equilibrium equations for determining the species composition.     If one selects at 
random the reactions for which chemical equilibrium equations arc written down, 
then one cannot be sure that the resulting equilibrium equations will be independent 
or complete.    A systematic procedure for selecting  equilibrium equations is 
needed in order to assure independence and completeness in complex chemical 
systems with multiple reactions.    One such procedure can be based on Eq. 3-15. 
Since the spiciest ß = i>#.., I) are all members of the set of compounds *l 

(i = 1,.., ,n) by definition, it is clear that i of the relations in Eq. 3-15 are merely 
chemical identities and no chemical equilibrium equations can be derived from them. 
On the ether hand, n - i of the relations in Eq. 3-15 correspond to chemical reactions 
in which a molecule^1 not contained in the set of all jV^ , is formed from the mole- 
culesjyJ.     Chemical equilibrium equations can be written down for these formation 
reactions.    Obviously n - £ such equations can be obtained from Eq. 3-15.    Since 
the compoundsfc'1 are all different, it is clear that the n - i formation reactions are 
linearly independent, and it follows from this that when the resulting n - ft chemical 
equilibrium equations are comumed with the I independent atom conservations 
equations (Eq. 3-27), a set of n independent equations is obtained for the n unknown 
concentrations nx (i= 1,..., n). 

The effect of the choice of basis on the set of equilibrium equations that arise from 
Eq. 3-15 can be illustrated by reference to the H - O system that we have discussed 
before.     Thus, for example, for the species OH (the second column in Eq. 3-19), 
if the atoms H and O are taken as the basis, then the corresponding chemical 
equilibrium equation refers to the reaction: 

OH<-i   H +0 (Eq. 3-35) 

but if H2O and Hg are taken as the basis, then the chemical equilibrium equation 
refers to the reaction: 

OH   5=*   H20     |H2 (Eq. 3-36) 

1 
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The coefficient on the right- hand side of Eq. 3-35 are the elements in the second 
column of Eq. 3-19 while the coefficients on the right-hand side of Eq. 3-36 are the 
elements in the second column of Eq. 3-21.     The equilibrium constant for the 
reaction in Eq. 3-36 is likely to be of a reasonable size whtn the equilibrium con- 
stant for Eq. 3-35 is extremely small.     This suggests how computational problems 
might arise in using H and O as the basis under conditions for which they do not arise 
in using H^Oand H2 on a basis. 

The general condition of chemical equilibrium, see Eq. 2-51 of Chapter 2, is: 
n 

E  ^dnr°- (Eq. 3-37a) 
i=l 

where ß j_  is the chemical potential of species i.     For an arbitrary chemical reac- 
tion written in the form: 

n n 

i= i i= i 

with u% and v[ representing stoichiometric coefficients, this formula implies that; 
n 

I   ( »1 - ^ )  ßi   =   0 (Eq. 3-37) 

at equilibrium.    In order to obtain explicit equilibrium equations, it is therefore 
important to have formulas for the chemical potentials /ij.     For practical purposes, 
the chemical potentials of condensed species are functions oniy of the temperature: 

^tC=MiC(T). (Eq. 3_38) 

c 
The temperature dependence of Mi is best presented in tabular form, the tables 
being obtained from experimental results.     For practical purposes, gases may be 
assumed to be ideal in computing their chemical potentials and the chemical potential 
of an ideal gas is expressible as: 

Hk = ß[   (T) + R°T In pA (Eq. 3-39) 

where /ii is a function only of T (and again is best obtained from tabulations based 
on experimental results), R°is the universal gas constant, and Piis the partial 
pressure of species i in the gas, which can be related easily to the total pressure 
and the concentrations of species in the system. 

Instead of working with/ij and with /i4°, it is sometimes convenient to work with the 
related quantity: 

c 
- ^ii/R°T      for a condensed phase 

MA   s    j (Eq. 3-40) 
-/iA° /R°T    for a ßäaerHis species 

In the standard chemical notation, Mlf which is a function only of temperature, is 
given by: 

Mj= - Fl°/R*r = Sj/R°- Hi/R0T (Eq. 3-40a) 

where Htis the molar enthalpy, S^is the standard molar entropy, and ¥? is the 
standard molar free energy.    Tabulations of Hi and S^are prevalent in the 
chemical literature. 

When Eq. 3-37to3-40 are applied to the formation reactions given in Eq. 3-15, one 
easily finds that: 
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i 

in Pl - Mt   =   Y    0tJ   In Pj -   £    ßtj Mj , i - 1,..., m 

(Eq. 3-41) 

- M,  = i = Z    ^ijlnPj"Z    ^ij Mj , i=m+l,..., n 
J 0— l 

where £   denotes a sum over or.iy gas-phase basis species.    Only n - C of the n 
.) 

equations given here are nontrivial.     If we adopt the convention that every conden- 
sed species   in  the system is to be included in the basis, then Eq. 3-41 is satis- 
fied trivially for i = m+1, ..., n, and the regaining relations in Eq. 3-41 can, with 
the aid of the notation introduced in Eq. 3-29, be written in the form: 

t t 
m Pi " 1  (l-öJ/Sijln   Pj = Mt-£   ß±j Mj, i= 1,..., m    (Eq. 3-42) 

Only n - f of the m relations given in Eq. 3-42 are nontrivial. For ideal gases, 
partial pressures are related to the total pressure p and to the number of moles 
per unit mass according to Dalton's law, 

pA  = p nt /n , i = 1,..., m   (Eq. 3-43) 

where: 

(Eq. 3-44) 

is the totpl number of moles of gas-phase species per unit mass of the system 
(since Y  is defined to denote a sum over all gas-phase species). 

By way of illustration, we note that for Eq. 3-35, Eq. 3-42 takes the form: 

In p0H - In p„  - In p0 = M0H - MH - M0 

and Eq. 3-43 is: 

POH/^H 
= PH/nH = Po/"o " = P / n 

On the other hand, the chemical equilibrium expression (Eq. 3-42) corresponding 
to Eq. 3-36 is: 

In p0H - In p„ o + i In pj,   = MOH   - MH 0 + \ M„    . 
2 2 2 2 

As an example of a system involving a condensed phase, we may point out that for 
the reaction: 

Al203(c)     ==     2 Al (g) + 3 O (g)    , 

the equilibrium equation takes the form: 

2 hi pA1 + 3 In p0  =2 MA1 + 3 M0 - MA1 0   (c)    . 
2   3 

2.2    Simplified Calculations of Equilibrium Compositions,  (13) (14) (15) 

Before proceeding to a discussion of general methods for solving the equations gov- 
erning equilibrium compositions, let us consider simplified solutions for two spec- 
ial cases, one in which only gas-phase products appear and the other in which a 
condensed phase is also present. 

2.2, 1.    Gaseous Combustion Products - The solid propellants of simplest composi- 
tion are homogeneous propellants with gross weight formulas for the form: 

^C -*H CO •-% 



132 

Thi: fact that practical systems of this type are generally somewhat fuel rich causes 
the water gas reaction to be most important.    Recognition of this result enables us 
to simplify our calculations.    We consider only those gas-phase reactions that are 
likely to be uf importance in fuel-rich systems.    We assume that the gas is com- 
posed of the species CO-, CO, H20? OH, H2, H, 02, O, N2, N and NO. 

The atom conservation equations are: 

'co 'CO 

Jf.H = 2 nH 0 +   noH  + 2 nH    + nH 
2 2 

A"0 = 2 nco 
2 

CO + n 'H o + n, ■on 2nO    + nO    + "OH 
2 

(Eq. 3-45) 

Jfn   = 2 nN    + nN 4 
2 

NO 

For an equilibrium reaction of the form: 

C02   f   K2 2: H2O + co (Eq. 3-46) 

the chemical equilibrium equation is: 

In pco    + In p„     -   'npH0    -   In pc0    = 
2 2 2 

In n co +   In n H In nH 0    -   In nc0 
2 

Mco    +  MH     -  MH 0    -  Mco s In (Kp (T) ) 
2 2 2 H 

(Eq. 3-47) 

where Kp is the equilibrium constant (see Eq. 2-59 of Chapter 2). 

Assuming that the concentrations of OH, H, 02, O, N and NO are small compared 
with the concentrations of C02, CO, H20, H2 and N2, Eq. 3-45 and 3-47 reduce 
approximatively to: 

ßc   = n co 

JfH   = 2 nH 0 

"co 

+n >i 

*0 

**N  = 2nN 

\o 2n co +  n co 
(Eq. 3-48) 

K
P (T) = nco     nH / nH o  nco 

which constitutes 5 equations in 5 unknowns.    It is easy to reduce Eq. 3-48 to a 
simple quadratic equation for, say, nco , with the quantitiesA"c ,MH , ^0»JVN > and 

K   appearing therein.     Solving the quadratic equation and then calculating the re- 
maining four unknowns readily yields a first approximation to the composition of 
the system, which we denote by n£0 , n£0, n„ , rvj 0 and njj . 

2 2 2 

One then calculates the concentrations of the remaining species from the equili- 
brium formulas corresponding tc iheir reactions of formation from these five maj- 
or constituents.     Thus, for nH consider H2 - 2H, giving: 
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"H   =KP (T)K >*   fo/*°)i 

with nu-   n£0   + n£0  + n,^   + n,c, 0   + njj (Eq.  3-49) 

and with In Kpi| (T) - MH   - 2 MH    . 
P|i 

Similarly,   H20 .—-=Z 2- H2  +  OH 

n0H     =  J<pOH(T)  K   o/ nuJ   )  (P/n°)" 
2 2 

In K      (T)  = M0H   + i MH - MH 0 
OH 2 2 

H20+ 2   N2.-=--H2 + NO 

nNO = Kp    (T)    n^ >   n° ~* (p/n°P 
NO 2 2 

In Kp     (T) = MN0 + MH    - MH 0 - j MN 
NO 2 2 2 

N2 j=f 2N 

n°   = Kp  (T)   (nj )* (p/n°P 
KN 2 

In Kp  (T)  =  MN   - ! MNf 

H20 ^=r^ H2 + O 

n°   ^K    (T)   (nj 0/n£ ) (p/n0)""1 
F
0 2 2 

In K    (T)  =   M0 + MH    - MH 0 
F0 2 2 

02 «=♦ 20 

n£   = Kp   (T)   (n°)2   (p/n°) 
2 POo 

In Kpo   (Tl  = M0   - 2 M0 

(Eq. 3-50) 

(Eq. 3-51) 

(Eq. 3-52) 

(Eq. 3-53) 

(Eq. 3-54) 

Having thus obtained a complete set of first approximations  n°, one calculates the 
quantities: 

*c' =J/C 

Mu -"» 

#0 =J*fo 

Mn = ■*. 

- nnu   - m *0H 

- n, -2n»      -nA   -n° I (Eq. 3-55) OH     "   a "00    " "0 "NO '2 

«   - n«   - in ■N      "NO 

Equation 3-48 is then solved for the next approximations n£0 , nj0, nj 0, "i, and 
/ 2^2 

nj   using the new values Jf ^ for jfi .     The next approximations for the other 

species are then obtained from Eq. 3-49 to 3-54, using for n° the total number of 
moles corresponding to the first approximation.     This iterative procedure is then 
continued unti1 convergence is obtained.    Convergence is very rapid. 
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This method is most valuable for double-base propellants.  Resulting concentrations 
as functions of temperature are shown in Fig. 3-5 for a representative double-base 
propellant at p= 70atm.  We note that the concentrations of the main species H20, 
CO, CO2, N2 and H2 vary little with temperature but the concentrations of the lesser 
species increase rapidly with increasing temperature.    However, yt the usual com- 
bustion temperature of these propellants, the concentrations of the lesser species 
remain small. 
We have indicated that nitrocellulose contains varying amounts of nitrogen.     One 
can easily show that as a function of the quantity n defined in Section 1. 2.1 under 
•Homogeneous Propellants*, ^c     37.1 - 119n?^rH -••■ 61.72 - 2.70 n.Jf0 = 30.86- 
0. 44 n and J\fv = 0.714 n when the unit of mass is t :en as 1 kg. Figure 3-6 shows 
the dependence of the adiabatic flame Temperature (defined later) as well as the 
compositions of the principal reaction products is functions of the nitrogen per- 
centage n.    The water gas reaction predicts that the temperature increases and the 
concentrations of H2 and CO decrease as n increases. 

For propellants containing the elements H, C, O, N as well as some Cl the simpli- 
fied approach outlined here is quite accurate, as long as the water gas reaction 
governs the principal product concentrations. 

2.2. 2.    Combustion Products Containing a Condensed Material - The technique 
which we now described is applicable to systems containing for example, the ele- 
ments H, C, O, N, Cl, Al.    A representative propellant based on these materials 
is the polyurethane, ammonium perchlorate, aluminum system. 

The first approximation to the composition of the system is obtained from Eq. 3-48, 
modified by including n^cl in the equation for.VH and n^j 0  ,c x in the equation for 

ß0 .    The first approximation for these two additional st ecies is given by; 

"HCi  --Vci 

n° -i  AT 
A12°3(c)   ~2       Al 

(Eq. 3-56) 

Thus, no additional compHcations arise in obtaining n^j , nj0 , n£0, njj 0, njj , 
"HCI 

andnAi2o3(c)- 22 22 

The first approximation to the concentrations of six secondary species are again 
calculated from Eq. 3-49 to 3-54, where now: 

nH2 
+ nco2 

+ nco + nH2o + nN2 + nH 

Note that this sum refers to gaseous species and therefore does not contain 
nAi2Oo(c )■    Additional secondary species appear in this system.    The first appro- 

ximation for their concentrations are calculated from the equations: 

1 H2 + Cl   ^±     HC1 

n°j   =KC1(T) ^-r   ( .J^)-* 

K )2 
2 

(A1203)C   fH2^     2 AlO + H20 

»«0 =K
AIO(T) --jA • H^r1 

(Eq. 3-57) 

(nH0o) 2 n R 

(Eq. 3-58) 
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3 10 

Pc = 70atm 

Fig. 3-5    Equilibrium composition in gaseous systems (H, O, C, N) as 
function of temperature 
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Fig. 3-6    Equilibrium composition in gaseous systems (H, O, C, N) 
versus n. 
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Fig. 3-7    Equilibrium c= mposition in gaseous system° involving condensed 
phases (A 1 „O,) as a function of temperature 



138 

(A1203)C   4 2 H2   ^    2 K O + A120 

KJ2 n 1 
"A°I O = KAI 0(T) —a-   (-i-r 

2 K2o)2        < 

(A1203)C  + H20   i=t    2 A1H02 

^AIKO    ~ KAliIO   (T)    (nH  O )2 

2 2 ".'        ) 
The quantities corresponding to Eq. 3-55 are calculated from: 

^H    - -^H " n0H " nH " nAlHO, 

^A! =^A1 " nA10 " 2nAl20 " 
nAlHC2 

-*V =^N ' nK " "NO 

JV0' 
=-^0 " nOH " 2n02 " 

n0 " nN0 " nA10 " nAl20 " 
2nAlH02 

•N c\  ~-^ci  - n^j 

These new values are used in the modified form of Eq. 3 -48 and in Eq. 3-56 to cal- 
culate improved estimates n£02, n£0, nj2<), nJ2> njc„ *\i2o3ic) ™d ni2- 

Equations 3-49 - 3-54 and 3-57 - 3-60 are then used for improved estimates of the 
remaining concentrations,now with n° = n£0   + n£0 

+ nH o + nH   + nHCi + nJ? 
+ nH 

+ "OH + nAlH02 
+ "JlO + nAl20   + nM   + "NO + ^2 

+ "^ + ncV      The rest of the itera" 
tive procedure is entirely analogous with that of the preceeding problem. 

In the Fig. 3-7 we indicate how the resulting number of moles of the various species 
vary with temperature at a pressure of 70 atm., for an aluminized double-base 
propellant with representative properties.    Concentrations of two trace species for 
which we have not given equations are also shown in Fig. 3-1;   the reader shall 
have no difficulty in seeing how to compute these two additional concentrations. 
The concentrations of the principal products CO, H20, N2, C02, H2 and Al203/cx 
exhibit the same lack of temperature dependence that was evident in Fig. 3-5.   * ' 

2.3.    General Methods for Calculating Equilibrium Compositions 

There are numerous methods for calculating equilibrium compositions.    We have 
selected three for presentation here, the methods of Huff, White and Brinkley. 
We shall spend most time on the method of Brinkley, which appears to be best 
adapted to problems related to the composition of combustion products of solid 
pro pel Ian ts. 

2.3.1.    Huff Method (2)    The iterative method of Huff is based on replacing the 
nonlinear equations by a set of linear equations for correcting an approximate sol- 
ution.    The linear equations are obtained from a first-orde* Taylor series ex- 
pansion about the approximate solution.     If the concentration is represented as a 
state vector £ = (xt, x2,..., x,,,), then the change in any function U(;g) in the 

/a) 
neighborhood of x, = x/    is approximated by: 

AU^Ü(Ä)-U(^V^   fe£j(B,fel.Xl
W)f (Eq. 3-62) 

(•) which is linear in £ - £     . 
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Consistent with this linearization, the number of moles i\i is set equal to xA (*)(1 + 
ij), so that: 

n^x^") (l + 4t) I 
,   > (Eq. 3-63) 

In n,~ln   xt (*K ^        j 

where xA'"' is an approximate solution and | ^ |«1. When use is made of Eq. 3-83, 
Eq. 3-27 becomes: 

L ^ xi (a\ =J
*J -11^ xi(a) S *"* (Eq' 3"64) 

We remark that Huff develops his method for a general multiphase system but we 
consider here only the form for which the development of Eq. 3-42 is valid. 
Setting: 

i 
Mi~ Z   ^u MJ = m   Ki (T>. <E(i-  3-65> 

we obtain from Eq. 3-42 and 3-43: 
* t 

In n4- £   (1- öj) 0,j In it, - [1 - £   (1 - öj) ftj I In n 
J=i « j=i (Eq. 3-66) 

= ln   Kt(T) -[1-2   (1-öj) /3y]ln  p. 
J=l 

Substitution ol Eq. 3-63 into this formula yields: 

«i-Z   (1-öj) ^ü4j-ri - E   (l-öj)/»u](lnn-lnn^>) 
j=i J=i 

-In K4(T) -[1-2   (1-öj) ^J In p+ln  x,(a) -J   (1-6 j) /3U In x/a) 

J=i J=i 

+ [1-2   (1-öj) ßU] In nU) s  In  (Kl./Ki
(a)) (Eq. 3-67) 

wnere n*a' is given by Eq. 3-44 with nt replaced by x/    .    Substitution of Eq. 3-63 
into Eq. 3-44 gives: 

£   Xi (
a) ^ = n - n(a) = An (Eq. 3-6Ö) 

since the linearization implies that: 

In n - In n(a) = ln(n/h(a)) =ln (l+An/n
(a)) « 4n/n(a) 

Eq. 3-67 can be written in the form: ■       /a \ 

<r£ ci-VMrP-Z (i-y^J r (a)    
sln [wJ (Eq-3-69) 

2 XJ 

where use been made of Eq. 3-68 and ot the definition of IT    . 



140 

Equations 3-64 and 3-69 constitute explicit linear relationships for A.V   and In 
(Kt / Kjl41)) in terms of the quantities £t.    From the development of Eq. 3-27 and 
3-44, it is seen that n of these relationships are nontrivial and are linearly indepen- 
dent in the variables |i.     The independent relationships contained in Eq. 3-54 and 
3-69 may therefore be expressed symbolically in the form: 

n 

S
B

IK    *k = Ai i=l,  ... , n, (Eq. 3-70) 
k=l 

(a) 
where the coefficient Bik depend only on ö., ß y  and x/   , and the elements of At 

"* (a) are A^j  and In (KJ/KJ 
l  '), which are defined in Eq. 3-34 ^and 3-67. respectively. 

The elements of At are seen to depend on ö j, ß ^ , Xj (a', JVJ, p and Kj (T).    If the 
chemical system is specified by giving ^jf ß ii tMj* P andKj, then for any set of 
approximate solutions Xjla' the vector Ai and the matrix Bikcan be evaluated. 
Since Bik is nonsingular, Eq. 3-70 can then be solved for the vector £k by standard 

techniques (£k = £    Bki   Ai).    The resulting values of £k provide improved esti- 
i= 1 

mates for ni when substituted into Eq. 3-63.    The improved estimate would cons- 
titute the correct solution if the linearization were precisely correct.    Since the 
initial choices of x^*) are not likely to fall accurately within the range of validity 
of a linearization about the correct solution, the improved estimates will not co- 
incide with the correct solution.    Nevertheless, they are expected to lie closer to 
the correct solution than the xi(

a) do and they may therefore be taken as new, im- 
proved trial solutions x1(

a).    The iterative process thus implied may be continued 
until some criterion for convergence is met. 

The linearization technique that we have described is amenable to various general- 
izations.    For example, in rocket motor analyses the temperature in the combustion 
chamber is determined by an energy conservation law which is equivalent to the 
statement that the enthalpy of the mixture of combustion products is a known con- 
stant.    The determination of chamber temperature can be combined with the line- 
arized calculation of product gas composition by introducing an additional element 
in the vector£, namely £T, which is defined by T = T(a) (1 + |T) where T(a) is an 
approximate estimate for the chamber temperature.     The thermodynamic ex- 
pression for the enthalpy of the system in terms of pressure, temperature and 
composition provides the additional independent equation that is needed in order to 
determine £T from a set of expressions that is similar to Eq. 3-70.    Of course, 
in this case all quantities Ki(T> must be expanded linearly about i (a), and so the 
relationship analogous to Eq. 3-70 becomes considerably more complex.    As 
another example for a generalization, we note that in ideal nozzle flow the process 
is both adiabatic and isentropic.    It is possible to linearize the pressure (in addi- 
tion to the temperature) about an approximate estimate of the thermodynamic 
state and to use the thermodynamic expression for the entropy as a function of 
pressure, temperature and composition (along with the enthalpy expression) in the 
isentropic and adiabatic equations in order*to obtain n + 2 linear independent 
equations for £lf £T and £p> that are similar in form to Eq. 3-70.     The result 
would be an iterative procedure for calculating the specific impulse directly.     In 
practice however, the complexity that is produced by these additional linearizations 
is usually so great that it is less laborious first to compute equilibrium composi- 
tions for a range of values of p and T, than to compute enthalpies and entropies 
of the mixture for various values of p and T from the equilibrium compositions 
and thcimodynamic properties, and finally to note from these results what sequence 
of p - T values gives isentropic and/or isenthalpic conditions. 
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The major inconvenience with the linearization method is that an error in the 
approximate concentration x^a) of any one of the species has an appreciable effect 
on the calculated value of £   and hence on the convergence of the iterative procedure. 
High precision is therefore required in calculating all £A and this precision require- 
ment reduces the number of species that can be handled with current computing 
machines.     There is the related hazard that the linearization technique may lead 
to negative concentrations, xj3) (i+4i) at some stage in the calculation, particul- 
arly for species that are present in very low concern rations, unless the initial 
estimates xiv

a ) are known rather accurately.     The method, of course, breaks down 
(equilibrium equations become inapplicable) if negative concentrations appear. 
This last difficulty can be circumvented by performing calculal ons first with a 
small number of species in order to obtain a fairly accurate estimate of the com- 
position, and then repeating the calculations with a larger number of species, using 
information obtained in the first calculation to provide starting estimates x^'. 

We note that since the pressure and the total number of gaseous species both appear 
in the governing equations only in the form p/n, the calculation procedure can be 
simplified somewhat if calculations are made for specified values of p/n instead 
of specified values of p.    This change provides no real inconvenience when  pro- 
perties are being calculated for a range of values of p;   it merely means that the 
pressure for which each calculation applies is not known precisely in advance. 
The resulting simplification is that the last term on the left-hand side of Eq. 3-69 
does not appear.    Many other variations of Huff's method can be proposed for 
simplification, generalization or improvement in convergence and in precision. 

2.3.2. White Method (11) - In White's technique, the equilibrium composition is 
determined by searching for an extremum in the Gibbs free energy of the system. 
The method is thus based in essence on a direct application of Eq. 3-57a to a closed 
system at fixed pressure and temperature and fixed total numbers of atoms. 

The Gibbs free energy of the chemical system is simply: 

Fa £   M1n1 (Eq. 3-71) 
i=l 

in which the quantities ßi are given by Eqs. 3-38 and 3-39 for condensed and gaseous 
species,  respectively.    At a stable point of chemical equilibrium, the function F is 
a minimum for all isothermal, isobaric property variations in a closed system. 
It is convenient to work with the function: 

*   (ni)=-~ =-£  M^ + J]  niln iii + n In  (-£-)    (Eq. 3-72) 
R  T      i=i i=i 

where use has been made of Eq. 3-38to3-40 and of Dalton's law (Eq. 3-43 and 3-44). 
The fact that F is a minimum at the equilibrium implies that *  is als. a minimum 
there. 

The calculation is begun by selecting arbitrarily a set of values x{ for nA (of course 
with an attempt to take these values as near to the equilibrium values as possible). 
It is hoped that the true equilibrium solution will lie within the range of validity of 
a second-order Taylor expansion of *  about xt. 

1 
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A second order Taylor expansion of * about xA yields: 

*(yt)~ *<*i>+Zi-g£ (7rt) + *^   ^^kj (yi"Xi) (yJ"XJ}*   (Eq* 3"73) 

in which Eqs. 3-72 and 3-44 imply that: 

6v   _ 

and: 

öxt 

Ö2* 

-M. + lnx. + ln  (p/x),    1*1  m 
(Eq. 3-74) 

- Mi, i = m+1,... ,n 

ÖXJÖXJ 

öy/*i - 1/x if both i ^ m and j < m (Eq. 3-75) 

O ,      if either i> m or j> m 
m 

where 6^ is Kronecker delta and x= ^   x^    The next step in the calculation is? to 
i=l 

attempt to chose values of yi in Eq. 3 73 that are equal to the equilibrium values of 
IV 

The equilibrium condition is the stationarity of * subject to the atom conservation 
constraints (Eq. 3-27). We can apply this condition to the point n± = yt by defining 
the function: 

A     (yA) =   * (yt)+ 2    Xj (#,   - £   ^ y4)f (Eq. 3-76) 
j=i 1=1 

where Xj are Lagrange multipliers that enforce the validity of Eq. 3-27.    Standard 
variational calculus then shows that the stationary (extremum) condition is given 
by: 

6 A /tyi =  « * /Oft - £ Aj /3y = 0, i = 1,...,m (Eq. 3-77) 

Equation 3-77, along with Eq. 3-27, would define the exact equilibrium condition 
if the ex?ct function 4> (j^ « nre exployed therein.    Since the exact function contains 
troublesome nonlinearities, Eq. 3-73 is used as an approximation for $ (yi) in 
Eq. 3-77.     The result will be an approximate equilibrium condition y , which can 
be improved by taking it to be the value Xj in a second calculation of y4.    An itera- 
tive procedure thus emerges. 

In order to see explicitly how to calculate yt from Eqs. 3-73 and 3-77, we note that 
differentiation of Eq. 3-73 and utilization of Eqs. 3-74 and 3-75 yields;   upon 
substitution into Eq   3-77, 

f 

and: 

- M^ln x£+ In (p/x)+ yJx-y/x-Y, Xj /3j = 0,     i = \ m      (Eq. 3-78) 
j = i 

-Mi-LXJ^M = 0 i = m+l n (Eq. 3-79) 
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where y^ ^ y1#     Recalling that yt must also satisfy Eq. 3-27, we have additionally: 
i= i 

X fa (yi-Xi)=^,   _£   ßijXi-A^ J = 1 Jl (Eq. 3-80) 
1=1 1=1 

from which ii may be noted that the Xiare not required to satisfy Eq. 3-27 exactly. 
Equations 3-78 -3-80 constituten + I independent linear equations in the 1 unknown 
constants\j and the n unknown approximate equilibrium concentrations yi. 

White reduced the dimensions ol the matrix that must be inverted in order to solve 
this set of equations, by multiplying Eq. 3-78 by ßik xr summing from i = 1 to m. 
and then substracting Eq. 3-80 with subscript j replied by k from the result. 
One thus obtains: 

j=i       i=i i=m+i 1=1 x (Eq. 3-81) 

= ^k   +Z   ^xJ-Mi+lnXi + ln   (£-)) k = 1 I 
i = i 

where: 

Axi=Vi-Xi, I = m + 1, ...,n     (Eq. 3-82) 

and: 

Ax s y-x (Eq. 3-83) 

Multiplying Eq. 3~'<8 by xtand summing from i = I to m yields: 

t  \jl"E  0U xil = S  ^[-Mi+lnXi+ln (P.)1. (Eq.3-84) 
j=l        i=l i= 1 x 

Equations 3-79, 3-81 and 3-84 constitute n- m + I + 1 linear equations in the n-m 
+1 +1 unknows: 

Axj , i = m + 1 ... ,n 
*J 1=1 1 

&x. 

After the n-m + I + 1 dimensional matrix for this linear set is inverted to give 
(AxA, Xj ,   Ax), Eq. 3-78 gives the m remaining unknowns yi (i = 1 m) 

directly. 

As with method described in the preceeding section, it is possible that this calcula- 
tion procedure will lead to negative values of some of the y± 's.     If this occurs, the 
differences yi-xi are reduced proportionally to assure positive concentrations at 
the expense of not satisfying Eqs.^3-77 and 3-27 exactly.     If the xx satisfy the atom 
conservation equations so that A^Vj =0, then the proportional reduction preserves 
the satisfaction of Eq. 3-27. 

The method encounters difficulties if one considers a condensed species which is 
not actually present at equilibrium.    An incorrect solution is obtained when the 
concentration of, a condensed species goes to zero.    In this case, it is necessary to 
abandon the solution and to begin again with a system prescribed in such a way that 
the offending species is not included. 
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2.3.3.     Brinkley Method (8) - B^inkley's method requires that all condensed 
species be included in the basis and therefore employs Eqs. 3-23 and 3-42 as a 
starting point      For gas-phase species, it also employs mole fractions as variables 
instead oi the number of moles per unit mass.     In order to express the governing 
equations in terms of mole fractions, we may first divide Eq. 3-29 by n, obtaining: 

^    =   öj Xj +  J   0U XA ,   j * 1,  ... , mf (Eq. 3-85) 
i- 1 

in which the mole fractions of gas-phase species are de'ined as: 

Xt = n/n i = 1,  ... , m (Eq. 3-86) 

and the symbols: 

XjC s nj
C/n (set  j  such that (Eq. 3-87) 

1 « j < i and öj = 1) 

are dimensionless measures of the number of moles of each condensed species in 
the system.    The quality n is then eliminated from Eq. 3 -85 by multiplying the 
equation by ( 1- 6j ) and then summing over all j.    Since Öj (I - <5j) is zero for all 
j by definition, we obtain: 

(Eq. 3-88) 

where: 

1 
2 pi ** 

n 9                           ^ 

Pi   -   t   (1- öj)/9« i= 1,  ... , m (Eq. 3-89) 
.1=1 

Substitution of Eq. 3-89 for l/n into Eq. 3-85 finally yields the desired form of the 
atom conservation laws, viz., 

Xj -     >;    X,    [0y+ (1 -^Xjl^öjXJ5 ,   j=l,...,l (Eq. 3-90) 
i=l 

where nondimensional overall atomic composition has been defined as: 

t ^ 

Xj  =JTj   / l  (1 - ök) Jfk   ,      j = 1,  .... , I (Eq. 3-91) 

ID 

and where use has been made of the identity  £ XA = 1 in order to express Eq. 3-90 

in a form that is convenient for later developments.     The mole-fraction form of 
the chemical equilibrium equations is obtained much more simply from Eq. 3-42; 
substitution of Eq. 3-43 and 3-86 into Eq. 3-42 readily yields: 

9 9 

In X4  = £  (1 - öj)/^ In Xj + M± - £  ß^ Mj -(1 - ßt) In p, i = 1, ... , m 
j=1 J=1 (Eq. 3-92) 
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It should be recalled that only n-£ of these m relations are nontrivial. 

One now sees that the concentrations of condensed species are essentially already 
eliminated from the nonlinear system of governing equations given in Eqs. 3-90 
and 3-92.     The quantities X^ do not appear at all in Eq. 3-92 and they appear in 
Eq. 3-90 only for values of j such that 6j     1.     The n-m relations obtained from 
Eq. 3-90 with ö3- 1 give each of the n-m quantities Xj in terms of Xj and specified 
constants;   the remaining i + m-n relations for which öj - 0 in Eq. 3-90, when 
considered along with the n-Ü nontrivial relations in Eq, 3-92, provide a total of m 
relations for the m unknown X^s.    Oui task now is to devise a method for solving 
these m nonlineacr coupled equations.     Once we have this solution, we may calculate 
all n-m of the Xj values directly from the Öj= 1 equations of Eq. 3-90, and we may 
also calculate n directly from Eq. 3-88, thereby obtaining all concentrations 
(through Eqs. 3-86 and 3-87). 

An iterative method is proposed for solving Eq. 3-92 along with the Ö- = 0 equations 
of Eq. 3-90.    In the iterative method, it is necessary to treat the gaseous species 
contained in the basis differently from the other gaseous species.    We let: 

Zj = In Xi (1< i < m,  species i€  basis) (Ec. 3-93) 

only for gaseous species contained in the basis.    We may then write Eq. 3-92 in 
the form: 

i 

lnXi=£   (l-ÖjJftjZj + ßi, i=l,...,m (Eq. 3-94) 

where Q± stands for the last three terms in Eq. 3-92 (all of which are known cons- 
tants) .    The n-f nontrivial relations appearing here obvi^sly correspond to the 
values of i for which wehave not defined Z^    If we choose trial values Z\ of Zt, 
e.g.,   by setting Z°- In Xv then the relations given he^e determine corresponding 
values for the remaining n -4 quantities In X° (viz those not contained in the basis) 
such that the equilibrium equations are all satisfied exactly.    However, the atom 

conservation equations (including the condition Y, Xr~ 1) in general will not be sat- 

isfied exactly.    Equations 3-90 for Öj = 0 are obviously to be used to correct the 
trial values Z[ in such a way that the atom conservation equations will be satisfied. 
These corrections are performed by expanding the atom conservation equations 
linearly about Xj° and choosing corrections A Z{ (with Zx = Z° + A Z\), so as to make 
these expanded equations satisfy atom conservation. 

Thus explicitly the linear Taylor expansion of Eq.   3-90 about X£ for öj = 0 is: 

Xr£xT[ftj +(l-A)Xj]-i;  Xjtftj + CHWXjlAlnXj-O 
i= 1 i= 1 
(set j such that 1 < j *s £ and öj = 0). 

The corresponding linear expansion of Eq. 3-94 is: 
t 

AlnXl=£    (l-ök)ßikAZZ, i = l,... m 
k=l 

(where we note that these equations can be used for all values of i because tl   » are 
identities when species i is contained in the L\sis)and therefore by substitution we 
have: 

1 
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v d-5l;)h; ^xp/i ^d-^x.] A^0 = xrv X;[ö i+(i^v)x7i 
k = i ' i- 1 ) i=l 

(set j such thai 1 * j ^ J and öj = 0) (Eq. 3-95) 

Equation 3-95 constitutes a set of ft + rn - n linear, independent equations in the 
9    m - n unknown AZk°.    These equations, of the general form ),Bjk A Zk

c = A}, 
K 

are easily inverted by Standard matrix inversion to give A Zk (A Z£ = Y B^   A.). 

The values of 6 Z£ thus obtained are used to compute the improved estimates for Zk, 
viz, 

Zl - a£ ♦ A  ^ 

From Eq. ö 94 the improved estimates for the logarithm of the gas-phase mole 
fractions are therefore: 

In X\= l   (1-öj) 0yz} + a4, i = l,...,m 

The continuation of the iterative process thus implied should be evident.     Tne gene - 
ral formulae for n'lh iteration are: 

t 

3q(q)=exp[2   (1-6,) ^zjHßi] i=l,...,n 

7 I g ( n) >        (n)_ m       (n) 

j= l Ii- 1 ' i=l 

(Eq.  3-96) 

zf+^z/'^AZ,^ 
(n) 

in which the second relationship is to be solved for A Zj     by matrix inversion. 

Unlike the other methods described earlier, the iteration procedure defined here can 
never lead to negative concentrations (essentially because the linearization is 
entirely in terms of In Xj.     After the iteration has converged sufficiently, the 
values of Xj are computed from Fq. 3-90 with flj = 1.     If any of these values are 
found to be negative, one may conclude that the species with X j < 0 are not present 
in the condensed piiase when the system is in equilibrium.     One then repeats the 
calculation, adopting a new chemical system from which thes^ condensed species 
have been excluded.     An answer foi which all x] are greater than zero is a correct 
answer for the equilibrium composition of the system. 

Aside from this procedural advantage    he Drinkley method achieves computational 
economy at the expense of some analytical intricacy.     Thus, the minimum possible 
number of independent species enters intp the iterative calculation, and the dimension 
(*   + m - n) of the matrix that must be inverted is smaller than the dimensions of the 
matrices that must be inverted in other procedures.     It is possible that if they do 
not encounter problems of negative concentrations,  other methods (e.g., White's 
method) will converge in fewer iterative steps, but such advantages wouid largely 
be offset by the greater complexity of the calculation for each step. 

We note additionally that to begin the Drinkley iterative calculation one need only guess 
f » m - n concentrations, whereas a larger number (n) of concentrations is required 
by the other techniques.   If the gaseous speeies contained in the basis are taken tobe 
those species that ar   expected to be present in the highest gas-phase concentrations 
in the equilibrium product mixture,  then rather accurate starting concentrations 

1 
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can often be estimated, thereby decreasing the time required for convergence. 
It is much more difficult to make good guesses for the values of all n Concentrations 
than to make good guesses for the valuer; of the concentrations of ( + m    n principal 
gaseous constituents, 

2.4 Examples of Applications to Propeliants Containing H, Li, Be, B, C, Al. N. Cl. 
O and F. 

The computational method of Brinkley has been programed for digital machines at 
ONERA in such a way that equilibrium compositions can be obtained for systems 
having a maximum of 20 elements. 20 condensed phases and 250 different chemical 
species present in equilibrium (9).     The program utilizes the thermodynamic 
data compiled in the JANAF tables by Dow Chemical Co. (16) (17) and is based on 
the standard reference states used in National Bureau of Standards publications and 
defined in Section 1. 2. 2.     The program has been used to calculate the performance 
of numerous propeliants.     An example of equilibrium compositions is given in Table 
3-3 for a propellant composed of 50& ammonium perchlorate, 35% tetrafluoroethylene, 
10% aluminum ajid 5% lithium, at a chamber pressure of 70 atm and at the adiabatic 
flame temperature.     This propellant contains 8 elements and produces more than 
80 chemical species in equilibrium.    The concentrations of the species are va iable 
and some of the concentrations are negligibly small. 

We have given concentrations of HCON and HCONAl systems earlier (Section 
2,2.)    It is of interest to observe the isobaric temperature dependence of the equi- 
librium compositions of ammonium perchlorate -polyurethar.e propeliants containing 
metals other than aluminum.     Such curves are shown in Fig. 3-8 - 3-10. 

We see from Fig. 3-8 that CO, H2, Li, LiOH, H20, LiCl and N2 are the predominant 
species when Li is present;   H, OH, C02, LiH, LiO, LiN, Li20, HC1 and NO are 
present in lesser concentrations.     Fig. 3-9 refers the adiabatic chamber tempera- 
ture and shows the effect of varying percentage of Be in an ammonium perchlorate 
propellant.    The dominant species here are BeO(c), H2, CO, HC1, N2, Hand 
BeOH;   the concentration of H20 decreases rapidly as the Be percentage increases. 
Polymers of BeO were not taken into account in the computation.     Including boron 
in the propellant gives rise to many product species, as shown in Fig. 3-10.    In 
addition to the usual principal products such as H2, CO, H, HC1 and N2, one obtains 
significant concentrations of BOH, BO, BOC1,  B02H and B202.     The concentration 
of B203 decreases as the temperature increases;   at high temperature B20.. is not 
an important oxidation product. 

Compositions of combustion products produced by more complex propeliants contain- 
ing, for example, mixtures of light metals or new fluorir.e-containing oxidants,can 
also be  computed by the Brinkley method without any difficulties that are apparent 
a priori 

2.5. Evaluation of Propellant Performance. 

Having obtained equilibrium product compositions as functions of pressure and temp- 
erature, we must next evaluate a number of thermodynamic properties of the system 
in order to complete the performance calculations. 

2. 5.1.   Thermodynamics of Equilibrium Mixtures - Once the composition of a thermo- 
dynamic system is known as a function of pressure and temperature, standard thermo- 
dynamic formulas may be used toevaluate such basic thermodynamic properties as en- 
thalpy andentropy for ihesystem (as function of pressure and temperature) from tables 
of thermodynamic properties (such as enthalpies and entropies)of its constituents. 
However, in performance calculations various thermodynamic partial derivatives 
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Gross-weight elemental F   :   13 9C7201 H   :   17,021711 
compoaltion indices O,   :    4 2554278 L| :     7.2046109 
(moles/kg) O   :   17 021711 C   :     6.9986002 

N   :     4 2554276 Al :     3. 7078235 

Composition 
chamber 

Exit pres- Composition 
chfjnbcr Exit pres- Composition chamber Exit pres- 

moles/kg sure ratio moles/kg sure ratio moles/kg sure ratio 
(70/1) (70/1) (70/1) 

F 0.0192817 0. 0007868 Cl 0. 302066« 0. 0817777 O 0, 1943330 0. 0016070 
N 0.0001213 0. 0000003 H 0.4140147 0.0675420 LI 

C 

h 

0. 078*821 
0 

0. 0002773 

0. 0068460 
0 

0. 0000233 Al 0.0010292 0.0000002 

CO 

0 0 

°2 

CT4 

0.3130395 0. 0016949 2. 0607058 2. 1266243 0. 9657979 0. 8646759 
0.0000118 0 0 0 0 0 
4. 1013839 2.3295018 4.4881175 4 6399859 <  3251830 9. 0700569 

0 0 HC1 1.0471652 1. 4469794 CCI4 0 0 
AICI3 0. 0001P68 0. 0000044 OF 0.0000015 0 OC1 0. 0010793 0.0000041 
NO 0. 1306202 0. OOM429 HO 0. 7185647 0.027199 LIO 0.01505495 0. 0000738 
Al 0 0 0090399 0. 0000010 L*20 0. 0007069 0.0000033 CO2 2. 5099419 2.3586015 
AI2O 0. 0028056 0 AI2O3 0.40647718 0. 0000447 C1F 0. 0000179 0.0000003 
CIF3 0 0 NF 0 0 NOF 0.0000020 0 
CNF 0.0000009 0 LiF 4.3947331 4 4630257 L12F2 0.0012002 0. 0007054 
l.iOF 0 0 CF 0 0 CF2 

0 0 
GF3 

0 0 C2F2 0 0 COF2 0. 0000004 0 
A1F 0. ? 555879 0.0019428 A1F2 

LiCl 
1.6611564 0. 0774372 MF3 G. 3990417 0.0946291 

AlOF 0.0071010 0. 0000078 2. 4270476 2.7112474 LitfCia 0. 0003734 0.0002365 
LIOC1 0.0000002 0 CC1 0 0 Al Cl 0.0222021 0. 0000705 
i*lCl2 0.0173492 0. 0001517 AlOCl 0. 0010667 0.0000005 A1C1F 0. 3428053 0. 0068613 
A1C12F 0. 0063772 0.0003112 AICIF2 0.0921293 0. W0185 NOC1 0.0OOOO33 0 
A1N 0. 0000001 0 L1H 0.0019171 0.0000325 CH 0 0 
CH2 0 0 CH3 0 0 CH4 0 0 
C2H2 0 t C2H4 0 0 HN 0. 0001096 0.0000005 
H2N 0. 0000078 0 H3N 0.0000048 0.0000002 A1H 0. 0000306 0 
LiHO 0.2795452 0.0214554 Li2H202 0.0000001 0 HOF 0. 0000085 0 
HOC1 0. 0004779 O.OOOOC59 A1HG2 0. 0997208 0. »X>00708 OCI2 0 0 
LIN 0.0031467 0. 0000360 CHO 0. 0005347 0.0000134 CN 0.0000005 0 
CHOF 0. 0000057 0. 00000C2 AI2O2 0.0001813 0 A1HO 0. 0000436 0 
AI2O3 (C) 0 1.7596139 

0 
LiF(C) 0 0 AIF3 (C) 0 0 

LiCl    (C) 0 

Table 3-3       Composition of products of combustion of a propellant containing 
aluminum and lithium 
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Fig. 3-8    Equilibrium composition in systems involving lithium 

r 



153 

10 -1 

10 -2 

4H2 

10 ,-3 

7c Be 

Pc=70atm 

Fig. 3-9    Equilibrium composition in systems involving berylli zum 
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ni 
(mol«.kg~* 

Tc('K) 

3000 3200 3400 3600 
Pc =70atm 

3800 4000 

?ig. 3-10    Equilibrium composition in systems involving boron 
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are needed which are not easily evaluated from standard formulas and existing tables. 
Two kinds of ihermodynamic derivatives are of particular interest, derivatives in 
which the composition is held fixed and derivatives in which the composition is 
maintained at equilibrium.   No particular difficulties arise in evaluating derivatives 
at fixed composition:   such quantities as the frozen specific heat at constant pressure 
c
Pf ~ (dh/dT) f, the frozen specific heat at constant volume, cvf = (du/dT)pf 

(u, internal energy per unit mass), and the frozen ratio of specific heats 
(cMn p/,Mnp)sf = yf = cpl/cvf = cI)f/(cpf-nR° ), which is related to the frozen 
sound speed a f by means of the formula ar = VH P/P » are a^ easily evaluated from 
available properties of the constituents.    Here the subscript f identifies conditions 
that are completely frozen chemically.    Sufficient conditions for the applicability 
of there formulas to multiphase systems are the restrictions on condensed solutions 
and on the simultaneous existence of condensed phases that were stated at th   begin- 
ing of Section 2.1.1., the hypothesis that the gaseous constituents are all ideal gases, 
and the assumptions that the specific heat at constant pressure equals the specific 
heat at constant volume and depends only on temperature for each condensed phase. 
All of these conditions are satisfied rather accurately for propellant products of 
practical interest. 

However, the evaluation of derivatives at equilibrium composition presents some 
special problems which we now wish to resolve. 

There are basically two independent partial derivatives that need to be considered; 
the other partial derivatives ofinterest (aside from those which arise in the evalua- 
tion of the heat capacity, which we discuss later) can all be related to these two. 
We chose as the two independent quantities: 

Dp =  (<Mnn   /din p )Tc ,    \\ = (dlni^dln T) pe (Eq. 3-97) 

where n is defined in Eq. 3-44.     The motivation for using the quantity n in Eq. 3-91 
arises from the fact that a simple generalization of the analysis given in Chapter 2 
Section 3.2.1. to multicomponent, multiphase systems with variable heat capacities 
(but subject to the restrictions emphasized at the top of this page) leads to the 
equation of state: 

p = np R°T, (Eq. 3-98) 

provided additionally that the total volume occupied by condensed phases is negligible 
compared with the total volume occupied by gas (an approximation which is generally 
accurate to within 0.1% for propellant products.     We assume henceforth that Eq. 
3-98 is valid and it follow that Eq. 3-97 refers to derivatives of In  (p/pT ) which 
can be related to the partial derivatives of interest.     By standard th^rmodynamic 
reasoning.    It can be shown, in particular, that: 

(cMnT/cMnp)sc = nc (UDT)/cpe. (Eq. 3-99) 

and that: 

yc      (cMnp/ainp)„ = cpe/[cpp (1-Dp) - neR° (UU, )«]       (Eq. 3-100) 

with the equilibrium sound speed a0 related to ye through a^fy p/p ]l .       One 
should note that according to the present definitions, cpe/cve = (1-Dp) ye * ye. 
We now proceed to indicate how to calculate Dp and Dj  from equilibrium compositions 
obtamed by Brinkley's method.     For brevity of notation, we omit the subscript e, 
it being understood that equilibrium is always to be maintained. 
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Consider first the calculation of I\ .    By differentiating Eq. 3-92 and substituting 
the resulting values of din Xt into the differencial form of Eq. 3-90 for 0^=0, we 
obtain: 

Z^-^jjZ^Xj^^l-^XjI^Jln Xk/MnT)| 

^IX.lß^d-ß^yH^-lß^^/dlnT, (Eq. 3-101) 
i= 1 k = 1 

a set of 1 + m - n independent, linear equations for the derivatives (31n Xu/dln T)p 
for the ; + m - n gaseous species that are contained in the basis.    After this set 
of equations is solved by matrix inversion, the corresponding derivatives for the 
gaseous species not contained in the baflib can be calculated directly from the 
differential of Eq. 3-92.    By differentiating Eq. 3-90 with g, = 1, one then obtains 
explicit expressions for each of the n - m quantities (3In Xj /din T)p in terms 
of these results.    One may then calculate the desired derivative of n  in terms 
of these results by using Eq. 3-68, viz: 

D* =-[n/fJ(l-<>j)Ä]l%ßiXi(bln Xi/dlnT)p (Eq. 3-102) 
j=l t=l 

One may also use this result along with the others just obtained to calculate the 
quantities: 

EKri a (3In n/dln T)p and DT°j = (din n] /din T)p      (Eq. 3-103) 

which are also useful for other purposcs(see Eq. 3-106). 

The parameter Dp is obtained in an entirely analogous way, by considering changes 
at constant temperature instead of at a constant pressure;   the only difference that 
arises is that the right-hand side of Eq. 3-101 is replaced by: 

£xi[01J+(l-01)X,](l-/3i) (Eq. 3-104) 
i=l 

Secondary parameters E^ and D^i analogous to those appearing in Eq. 3-104. m*y 
also be defined. 

In order to calculate the equilibrium specific heat at constant pressure, one may 
recall that: 

h= EniHi=2niHi+ZöJn!HjC' (EQ- 3~105) 
i=i     1=1     j=i 

where the molar enthalpy of any species i is: 

H, = H;+   /T
T

0cpldT, 

Hi° being the standard molar heat of formation at the standard temperature Tr. Cpl 

being the molar heat capacity at constant pressure.    We consistently adopt conven- 
tion that ar well as chemical formuui must be given to define a species.    The 
equilibrium specific heat at constant pressure for the mixture is therefore: 

Cp= (^/dT^Vn.Cp.+VVjCpj (Eq. 3-106) 
rm 1=1 f     J=l "I 

Lfci j=i J 
where DT1 and D^ are defined by Eq. 3-103. 
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The entropy of the mixture can oe written in the present notation as: 
f 

s= £niSi%2^njSJC-nR°lnP-ROSniln  («i/n) <E<1- 3'10'> 
i=l j=l i=l 

CXher equilibrium thermodynamic properties, such as ye *nd the equilibrium sound 
spetJ, can easily be evaluated from these results. 

2.5.2. Calculation of Performance - Adiabatic Flame Temperature 

The adiabatic flame temperature Tc is defined by the assumption of isobaric, 
adiabatic heat release during the combustion process in the chamber.     For a pro- 
pellant at an initial temperature TA, the adiabatic condition is defined by the equa- 
tion: 

KsK + <  ^dV^lnjHl + f^^dT] (Eq. 3-108) 

+ i%**[*p£cll*r]* h(pc,Tc), 
J=i ' 

in which the subscript p identifies propellant properties.    Here the i^ and nj° 
functions are evaluated for equilibrium conditions at chamber pressure pc and 
chamber temperature Tc .    If thermodynamic properties of the solid propellant are 
known (see below), then the left-hand side of Eq. 3-108 Is known, and for any pres- 
cribed p(, Eq. o-108 along with the known equilibrium functions (pc, Tc), n^Q^, Tc) 
determine the value of Tc.   The simplest numerical scheme for calculating Tc, is 
one of trial and error; select trial values for Tc, compute nit njand h for these 
trial values, ar^ see whether Eq. 3-108 is satisfied.  If the first trial value yields 
h < hp, increase the estimate of Tc;  if it yields h > hp decrease the estimate of Tc. 
Linear interpolation or extrapolation in temperature after two guesses, can some- 
times speed convergence of the trial-and-error procedure. 
Heats of formation of solid propellants are usually estimated theoretically by using 
band-energy considerations and measured heats of reaction of various chemical 
processes, related to their formation.  Attempts are often made to obtain direct 
experimental measureless of propellant heats of formation in calorimeters, but 
such measurements are difficult to perform accurately because of problems assoc- 
iated with determining the product composition.   This is especially true when 
oxygen is the primary oxirfizer, because condensed-phase products than appear and 
complicate the problem of determining product composition.   Experimental values 
of propellant heats of formation may be obtained indirectly from the approaches 
described in Section 3. 

Adiab.itic flame temperatures usually lie between 2000 °K  and 2800°K for homogen- 
eous propellants, between 2400°K and 3000CK for nonmetalized heterogeneous pro- 
pellants an 1 between 3000°K and 4000CK for metalized systems.     These tempera- 
tures are given for some propellants in Table 3-4. 

General Aspects of Performance Calculation - Nozzle flow must be considered in 
analyzing performance.     One generally assumes either frozen or equilibrium chem- 
ical conditions in malting nozzle flow calculations.     This subject has been discussed 
in Chapter 2. 

In performance calculations any condensed particles present are assumed to be 
finely divided and uniformly dispersed in the gas phase, so tlr' particle lag effects 
can be neglected.     Contribution of oart*cIes to the hydrostatic pressure because 
of their Brownian motion is also neglected;  this requires that the number of 
particles smaller than about 10~2/i in diameter be negligible.     The volume occupied 
by particles is assumed to be negligibly small compared with the volume occupied 
by gas; this approximation has been discussed earlier and has a negligible influence on 
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Composition JPN 16Ö2 CARDE  M.L . C.P.E. S.P. CARDE 

Ammonium 
Perchlorate 

56 75 65 62 70 

Binder with 35% 
Explosive plastic 

25 

Binders 19 

PolyurethaneB 25 

Polyethylenes 15 

Epoxy 
Polysulfide 

25 

Aluminum i9 20 19 5 

Nitrocellulose (13.25N)51.5 58(12. 39N) 

Nitroglycerin 43 34 

Miscellaneous 5.5 8 

Theoretical 
specific impulse 

230 238 226 207 265 259 254 

Measured 
specific impulse 

216 244 238 

Combustion 
temperature (°K) 

3125 2810 2550 3200 

Characteristic   x 

velocity m. sec" 
1500 1450 1320 1570 

Standard thrust 
coefficient 

1.597 1.57 1.62 

Molar weight 
g. mole"1 

26.4 28.92 25.0 

Specific heat 
ratio 

1.215 

Density 1.62 1.602 1.67 1.70 1.7 1.73 
g. cm"1 

Table 3-4 Performances of Certain Propeilants. 
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performance results.    The weight fraction of particles in t ^ system, on the other 
hand, is not negligible since 50% by mass of the reaction products may be in con- 
densed! phases in extreme cases.    The conservation equations for nozzle flows have 
been given in Chapter 2.    Ideal performance calculations are performed on the 
bas*° of iscntropic nozzle flow. 

Performance for Frozen Nozzle Flow - For frozen isentropic nozzle flow, the 
quantity: 

a (p,T) = 2 ni si°+ L 6j njCSj°C" nR° lnP> (Ecl- 3"109) 
i=i j=l 

is constant throughout ihe nozzle [a (p, T) = o (pc, Tc) ]and the functions nlt nf and n 
appearing therein are also fixed constants (viz fixed at their chamber values). 
Equation 3-109 thus explicitly determines the pressure as a function of temperature 
for frozen-flow performance calculations.    Since the fixed composition is also 
known, tables of thermodynamic properties permit one 10 calculate all thermodyn- 
amic pioperties as functions of the temperature for the nozzle flow.    The energy 
conservation equation then gives the velocity as a function of tempe ature, and 
setting the throat velocity equal to sonic velocity determines the temperature at the 
throat.    After this is known, the mass flow rate per unit throat area, the charac- 
teristic velocity c* , the thrust coefficient Cp , the exit to throat area ratio Ae /At, 
the specific impulse Is and any other ideal performance parameters that are 
desired can easily be calculated.    The method is the same as that described in 
Chapter 2, Section 2. 2.1 and therefore details will not be repeated here. 

Performance for Equilibrium Noz"..,e Flow - Calculations of equilibrium nozzle flow 
are more complex, since the chemical composition varies in the nozzle.    Isentropic 
nozzle flow is defined by keeping the quantity s, defined in Eq. 3-101 constant throu- 
ghout the flow [s(p,T) = s(pc,Tc)].    In Eq. 3-101, the quantities ni(p,T), nj (p,T) 
and n (p, T) are now determined by the equilibrium composition solutions applied 
locally.    Thus, Eq. 3-101 provides a complicated formula for determining the 
pressure as a function of temperature.    The calculations are carried out by select 
ing a temperature, estimating the pressure, calculating equilibrium compositions 
at this pressure, then calculating s(p, T) and checking to see if it equals s(pc, Tc ). 
If the equality isn't satisfied sufficiently well, then a new pressure is chosen and 
the calculations are repeated etc.    There are advantages in selecting a temperature 
close to the chamber temperature for the first calculation and then proceeding in 
relatively small temperature increments, because then Eq. 3-99 can be used to 
provide a rather accurate first estimate of the pressure, and Eq. 3-103 can be used 
to provide rather accurate fir * estimates of equilibrium compositions which are 
needed for beginning the composition calculation loop;      the composition calcula- 
tions, as well as any iteration of pressure, w'l therefore converge more rapidly. 
It should be noted that various new condensed species may appear as one marches 
down the nozzle, and therefore the equilibrium composition calculations may have 
to be changed (e.g, in the Brinkley method, it may be necessary to change the 
basis by replacing a gaseous component in the basis by the corresponding condensed 
species,  at a point in the nozzle where the calculations show that the partial pres- 
sure of the gaseous component reaches the equilibrium vapor pressure). 

After pressure and composition have thus been found as functions of temperature, 
the rest of the calculations proceed in the same way as for frozen flow.   Application 
of the throat condition is slightly more complex in tins case because the sound speed 
depends on pressure, temperature and composition.     Howev°r no important differ- 
ences in principle arise.     The primary problem with the equilibrium performance 
calculations is that they are so time-consuming. 
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Table 3-5 gives an example of equilibrium and frozen properties and performance 
for a particular solid propellant. 

Influence Coefficients - Performance parameters are usually calculated for some 
values of the operating parameters and then performance for other iterating para- 
meters is estimated by Interpolation or sometimes extrapolation.   Influence coeffic- 
ients are useful in such interpolations, 

Suppose that the chamber enthalpy is changed from hc to hc + Ahc  at constant 
chamber pressure.    Then the exit velocity takes on a modified value vom determined 
by (see Eq. 2-39 of Chapter 2) 

v,2    =ve2+2(Ahc«Ahe) 

where Ahc is the change in exit enthalpy produced by ihe change Ahr.     Since the 
geometry of the nozzle is fixed and pc is fixed, it follows that p^ also remains con- 
stant.    Therefore: 

dh (ds/dh)pc        T, e 

dhc (ds/dh)pe        Tc 

which gives by substitution: 

Vem    -Ve
2+2Ahc   (1--^) (Eqt   3.110) 

lc 

This result is useful for estimating changes in performance, since: 

(vem   - ve )/ve = (Ispm   - TSp)/I*P- (c*m -c* )/c* 

(see Chapter 2 Section 5.1. 5.) Equation 3-110 is equivalent to the specification of 
a dimensional influence coefficient (c^ve

2/5hc)po . 

Another type of useful influence coefficient refers to changes at constant hc and at 
constant ^ /p ,    with variable p,.    If \ is an arbitrary parameter evaluated at pc 

and \* is the value of \  at the chamber pressure pj,, then one may write (for p^ 
near pc): 

<\ 
V=\(p;/pc) 

where: 

"  (öln X/dln pc)h    Prs/p 

is a general influence coefficient evaluated at a point in the nozzle where the 
pressure equals p.     It is readily seen from Eq. 2-39 of Chapter 2 that for the 
velocity v at any position (where pressure = p) in the nozzle, the influence 
coefficient is: 

h       /  a In h    \ 
2(hc-he)       \dlnpj, 

a,. = - 
9 fU    -U    \ I      ^ In    « / 

b     p  /p 

A thermodynamic calculation then yields: 

av = R°T[nc-n)/v2    , (Eq. 3-111) 



Propertie: 

Units 

158 

Aim °K Kcal/kg       cal/kg       Kcal/kg 
K K 

Chamber 20 3264.7     -876.29        2215.66     0.95596 

equi- 
librium        11.6740     3113...    -985.15       2215.64     1.46966 

Throat 

Exit 

frozen 11.2060     2927.8    -991.23        2215.66 

equi- 
librium        0.2857       2241.8    -1623.48      2215.65     0.55654 

frozen 0.2857       1433.1    -1483.96      2215.66     0.31473 

Properties h sp 

Units 

Chamber 

-i gas _! 
msec     moles msec        sec 
 per kg  

1.13598     994.7      32.09154 

equi- 
librium        1.1089S     954.3      31.72536      1474.2 

Throat 

frozen 1.23120     980.7      32.09154      1421.7 

equi- 
librium        1.12964     800.2      3n.41144 

Exit 

frozen 

255.0 

32.UP1C4 229.9 

Table 3-5 Thermodynamic Properties and Performance of a Solid Propellant 
Containing Aluminum and Lithium 
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Other influence coefficients of this type (QT  which refers to the temperature at any 
position in the nozzle,  c\. * which refers to the characteristic velocity,   aA which 
refers to the exit to throat area ratio, and aC{?  which refers to the thrust coefficient) 
are given by: 

Of.,,     n R      n.  R 
CP * CP 

av*= [D, - av ♦ a.Y (lfDT)| , 
i (Eq.  3-112) 

where the subscripts C, t and e refer to chamber throat and exist conditions, and the 
subscript e should not be confused with earlier subscripts e which implies equihu- 
rium.       The corresponds ; influence coefficient for specific impulse is avo,  the 
influence coefficient for velocity evaluated at the exit. 

Performance of some Propellants (18),  (19) - Performance of double-base pro- 
pellants have been published in numerous works.     We summarize some results in 
Table3-4;which gives one a feeling for the order of magnitude of the adiabatic flame 
temperature, the average molecular weight, the specific heat ratio and the specific 
impulse.     The specific impulse is of the order of 200 sec for the representative 
case of the JATO     propellant, which has 25% nitroglycerin and 75% nitrocellulose, 
and produces an adiabatic flame temperature of about 1900 °K.      Here we shall 
discuss principally heterogeneous propellants,  which are now used much more often. 

The performance of propellants containing the currently common oxidizer ammonium 
perchlorate in a plastic binder such as polyethylene is shown in Figs. 3-11 and 3-12. 
It is seen in Fig. 3-11 that the maximum specific impulse is obtained at a binder 
mass fraction of 10%, which is too small to obtain good mechanical properties of a 
grain.     For a pressure ratio of 68/1, the maximum specific impulse is 242 sec 
for frozen nozzle flow and 253 sec for equilibrium nozzle flow.     The specific im- 
pulse of course increases with increasing pressure ratio;   the 68/1 curves in Fig. 
3-11 might correspond to a booster application, while the 500/1 curves would be 
for an upper stage.     The maximum chamber temperature is of the order of 3000 °K 
(Fig. 3-12) and the peak theoretical characteristic velocity is about 1520 m sec. 
The molecular wei\  . ''-"=.  ^ses as the percentage of fuel increases. 

These performance results are rather sensitive to the choice of binder.     Figure 3- 
13 gives corresponding curves for the sa  >e oxidizer in a polyurethane binde»  (here 
the mean molecular weight is 1000/n and the expansion ratio for the higher specific 
impulse curve is 70/0.14 - 500).      With this binder, the maximum specific impulse 
is obtained at a fuel mass fraction of 17% the maxirn'mi characteristic velocity is 
in the neighborhood of 1500 m/sec, and the peak adiabatic flame temperature is 
about 2800°K. 

Performance of these propellants can be increased by adding finely divided aluminum 
particles.     Triangular composition diagrams,  such as that shown in Fig.  3-14 are 
useful for easily seeing the effects of adding varying amounts of aluminum to the 
oxidizer-binder systems.     On Fig.  3-14 the percentage of (CH.,)x is marked along 
the base of the triangle,  the percentage aluminum along the left side and the percen- 
tage ammonium perchlorate along *he right side.     Curves of constant specific 
impulse are traced inside the triangle.     The maximum specific impulse,  which 
occurs at a composition of about 10% binder and 23% metal,  is 267 sec.     On dia- 
grams of this type it is possible to draw lines which define composition limits 
based on considerations other than performance.   Thus for example considerations 
of the mechanical strength of the grain,  safety in manufacture, propellant burning 
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EQUILIBRIUM COMPOSITION 

isp(sec) 

FROZEN  COMPOSITION 

pc=68 atm 

Fig. 3-11    Performance of (NH,C104 - (CH2) ] propellant. Frozen 
and equilibrium composition. 
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Fig. 3-12    Characteristic velocity,  chamber temperature and gaseous 
molecular weight of NH4C104 - (CH )   propellant. 
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Pc= 70 Qtm 

Fig. 3-13    P.U,-A.P. performance, frozen composition. 
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Fig. 3-14    Theoretical specific impulse for ammonium perchiorate - 
aluminum-hydrocarbon system. 
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rate or the effect of chamber temperature on nozzle strength, may rule out certain 
portions of the diagram. 

Diagrams similar to Fig. 3-14 have been constructed for many other systems.   For 
example, if the binder is changed to Polyurethane, one finds from such a dia- 
gram that the maximum specific impulse is 264 sec;   it occurs at a composition of 
15% binder and 23% aluminum and corresponds to an adiabatic flame temperature 
of 3600 °K.   Figure 3-15 shows effects on performance of adding percentages of 
aluminum to an ammonium perchlorate-polyurethane propellant at a fixed polyure- 
thane mass fraction of 20%;   the peak specific impulse is 260 sec at a pressure ratio 
of 70/1 and it occurs at about 19% aluminum mass fraction. 

Varying the chamber pressure typically affects performance in the manner illu- 
strated in Fig. 3-16.    Because of effects of this type, it is necessary to specify 
both the chamber and exit pressures when quoting performance figures.    The 
standard procedure (and the one that we shall follow) is to give ideal performance 
data for design expansion from a chamber pressure of either 70 atm of 1000 psi = 
68 atm, to atmospheric exit pressure.     Furthermore, unless otherwise stated, 
performance results that we show correspond to chemically frozen nozzle flow. 

Curves such as those shown in Fig. 3-14, 3-15 and 3-16 aid one in choosing the 
best available propellant combinations for any given application. 

Table 3-4  ,hows the performance of some classical propellants. 

2.6. Research on Solid Propellant Constituents Conducive to Maximal Performance 

In efforts to increase propellant performance, one may search for energetic fuel 
additives such as aluminum or light metals, one may attempt to modify the plastic 
binder or one may look for more energetic oxidizers.    A further possibility is to 
inject a liquid fuel or oxidizer;   this approaches hybrid systems. 

2.6.1.  Studies of Energetic Fuel Additives - The first possibility that suggests it- 
self is to replace aluminum by a more energetic metalic additive; lithium, beryl- 
lium, boron and magnesium are attractive as possible substitutes.    The best metal 
to use depends strongly on the nature of the oxidizer and the binder;   with oxidizers 
containing fluorine, lithium is likely to have the best performance, while beryllium 
nnd boron have better performance with oxygen (20),  (21).    One might also ask 
whether some alloys would have better performance than pure metals.    The results 
oi an analysis aimed at answering this question are shown in Fig. 3-17 for a typical 
.mmonium perchlorate - (CH2)X propellant.    Certain alloys are seen to be superior 

to others, the most remarkable being Li-Be, Li-Al and Li-Mg, in order of de- 
creasing performance.    The performance advantage of beryllium is offset some- 
what L.y toxicity problems that arise during manufacturing and to a lesser extent 
during firing;   BeO and   specially pure Be metal are extremely toxic materials, in 
comparison to other propellant constituents.     Toxicity problems in manufacturing 
and storage might be alleviated by coating beryllium with aluminum.     Bimetal sys- 
tems may provide a solution to practical problems associated with the use of beryl- 
lium in propellants. 

MetaLc hydrides are also interesting additives from the viewpoint of performance. 
Most metal hydrides (e.g. lithium hydride, beryllium hydride, magnesium hydride, 
aluminum hydride and borohydrides) exist as solids.     As one example, we show in 
Fig. 3-18 tlK jain in performance produced by the addition of lithium aluminum 
hydride (AlH4Li) to an ammonium perchlorate - polyurethane propellant.     For 
the conditions shown, maximum performance occurs at an additive mass fraction 
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f 23%.    The flame temperature decreases as the amount of additive is increased 
and it reaches 2600°K at the peak specific impulse.       The m      num specific 
impulse is high, but unfortunately the corresponding propellani v.jnsity is decreased 
(from about 1% to about 1.5%).     If one assumes equilibrium rather than frozen 
nozzle flow, the peak specific impulse at a pressure ratio of 70/1 increases to 280 
sec.     A difficulty with the use of metalic hydrides is that they may react during 
manufacti ring processes and during storage.     A solution envisaged for this problem 
consists in coating the metal hydrides. 

2. 6, 2. Studies of Binders - In attempting to modify binders, one is limited by the 
necessity of maintaining good mechanical properties and good coating properties. 
Attractive new binders are nitroplastics, nitropolymers, nitrasols, materials con- 
taining amine groups and materials containing fluorine. 

2. 6. 3. Studies of Oxidizers - As improvements for ammonium perchlorate, nitron- 
ium perchlorate (N02C10,), nitrosyleperchlorate (NOCIO,), and perchloraies of 
hydrazine have been considered.     The use of these energetic oxidizers presents 
serious problems because they decompose easily and react hypergolically with many 
binders.     Grain handling is therefore delicate.     As an illustration of the impro- 
vement in performance obtainable from energetic binders, we show in Fig. 3-19 the 
variation of the specific impulse of a nitronium perchlorate composite propellant as 
a function of the mass fraction of a (CHo )x binder.     We note that the two propel!- 
ants shown here are hypergolic and that it would be necessary to protect the 
oxidizer by an inert layer.     Comparison of Fig. 3-19 and 3-11 reveals a 10% 
increase in specific impulse with the energetic oxidizer. 

2.6.4. Studies of Liquid Injection - To provide better flexibility of operation for 
solid propellant rockets, injection of liquids into the combustion chamber is currently 
under consideration.     The choice of a liquid fuel or oxidizer is important in deter- 
mining the extent of improvement in performance.   Figure3-20shows as an example 
the performance gain that one can attain by injecting liquid hydrazine as a fuel 
The specific impulse is increased by about 4% for hydrazine mass fractions in the 
viciaity of 20%.        A most interesting fuel injectant is hydrogen, as one can see 
from Fig. 3-21 which shows gains exceeding 12%.    Mechanical penalties are, of 
course, paid for liquid augmentation of solid propellant rockets. 

2. 6. 5. General Remarks - In attempting to improve performance of solid propellams, 
one is always faced with contradictory requirements of high energy release and pro- 
pellant stability.     In general, one must consider the following items:   choice of fuel 
elements and of oxidizer elements, choice of bonding elements (nitrogen-carboy , 
bonding energies of the elements, comparability of the components selected and 
density of the mixture. 

3. Experimental Determination of Performance 

There are two categories of experimental methods for determining propellart per- 
formance, viz, laboratory testing with small samples of the grain and testing in an 
assembled motor. 

3. 1. Laboratory Methods 

It is always desirable to determine the performance of a new propellant from a 
"sample analysis".     This is often a delicate task and few applicable experimental 
methods have been developed although these techniques become very important, 

r.iy a small sample of the propellant material is available for analysis. „V- 



166 

 <sp        Tc 
_ _ C*       +•* + + ng 

 na+ns 

PROPELLANT :|02 PU-YA(AJ-(0 8-YAf)A.P] 

Pc=70atm 

Fig. 3-15    Influence of metal mass fraction 
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Fig. 3-16    Influence of chamber pressure. 
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Fig. 3-18    Influence of lithium aluminum hydride mass fraction. 



170 

EQUILIBRIUM  COMPOSITION 

!sp(sec) 

320 

2Ä01  

FROZEN COMPOSITION 

13 16 & 22 25 

!CH2)xV. 

.°c = 68atm 

Fig.  3-19    Perfcim. vith nUrornum perchlorate oxidizer 
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Fig. 3-20    Influence of hydrazine mass fraction. 
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Fig. 3-21    Influence of Hydrogen mass fractior n the theoretical per- 
formance at fiozen composition. 
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F*ig. 3-22    Schematic diagr^.n of experimental apparatus. 
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We sluiil discuss two such laboratory methods here.     The first is based on a pres- 
sure measurement and the second primarily on a velocity measurement. 

3.1.1. Method Based on Pressure Measurement (22) - A sample of mass m is 
burned in a strand burner of known volume '>' .     During the con Vastion one meas- 
ures the peak pressure attained (v^ax ).      The equation of state iher» leads to the 
determinate»  of the performance -related quantity B = nR°Tc where n represents 
the number of moles of gaseous product per unit mass of mixture, R"the universal 
gas constant and Tc the temperature at the end of combustion;   viz: 

~ ~ o_ Pmax * 
B = nR°Tr -     

m 

Inproved determination of B at high pressures, can be made by accounting for the 
co-volume b through the formula: 

B = nR°Tc = ]^ax   (-£ - b). 

If several experiments are carried out with various masses of propellant, it is then 
possible to plot the straight line: 

Pms 

m =  kPmax    - B» 

with Vma\   as *ne abscissa and p^.^   -^ as the ordinate.     The ordinate of the curve 
at Rnax   = 9 de'ines B.     The quantity B appears in the equation for the characteristic 
velocity, since: 

c* = F(y)  \B~ 

where F(y) can be inferred by comparison with Eq. 2-47 of Chapter 2.    However 
the laboratory results cannot be used directly in Ihis formula because combustion 
in the laboratory burner takes place at constant volume, while motor combustion 
occurs at constant pressure.     We can take account of this difference by noticing 
that: 

(Tc) =r(Tc) 
^ const pconst 

so that: 

B   being the value of B that must be used in the expression for ihe characteristic 
velocity. 

The specific i;  oulse is calculated from the relation: 

One can improve   this method by calibration of thp »oparatus with a propellant 
whose value of B is known. 

3. 1.2. Method Based on Velocity Measurement (23) - The apparatus used is illus- 
trated in Fig. 3-22.     The sample of propellant burns in a controlled atmosphere 
in a strand burner.     An optical image of the sample is formed on a slit perpendicular 
to the regressing surface of the propellant.    This image is then projected on the 
film of a streak camera.    A source of light, placed on the opposite side of the strand 
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hi" .. i ii   reases the contrast.    Measurement of the angles made by the streaks 
on the film yields regression rate of the propellant and the velocity of the incande- 
scent products during combustion.     Representative streaks photos are shown ia 
Fig. 3-23.    The method is applicable to both metalized and conventional   solid 
propellants. 

In order to relate the experimental results to Performance, we note that the 
equation of continuity for a stream tube of cross section Ab (Fig. 3-24) in contact 
with the propellant can be written as: 

PP  r  A, =PB V      AR (Eq.   3-113) 

where vgi   is the velocity of the gases perpendicular to the cross-section A   of 
the stream tul^ and p    is the density of the gases.     By assuming that the velocity 
vcl   is equal to the v*"";tj of the particles deduced from the traces of the fastest 
particles (greatest streak angle) and also that \ - Ag we obtain: 

From the equation of state, p    is 

p    , P  
nR°X 

so that: 

B - nR°T   - nR°T   =      P  Vp  (Eq. 3-114) 
*        Ppr 

Therefore the characteristic velocity is: 

c*   =F(r)      /-P VP (Eq. 3-115) 
V     ppr 

Thus the characteristic velocity is deduced from the measurement of the pressure p 
of the particles velocity vp and of the regression rate r.      With the experimental 
technique described above we obtain on the same recording v     and  r    (which, 
incidentally, is itself a kinetic parameter of considerable interest);   the value 
of p is obtained simply by measuring the pressvrc in the strand burner. 

To measurement of c*  and of I     by this metl od is based on a number of 
hypotheses.     However the values of c* obtained are reasonably close to those 
found in motor tests.     Furthermore, it is easy with just a few measurements to 
compare a number of properties of different solid propellants in the laboratory and 
also (by varying burner air or nitrogen pressure), to obtain propellant properties 
over the full range of operating conditions.   The curves of Fig. 3-25 show the 
variation of the characteristic velocity with pressure for two propellants, one 
containing metal particles. 

We remark that this technique is inapplicable in the plateau burning domain of 
ammonium perchlorate composite propellants.     The plateau domain is defined as 
a pressure regime hi which the regression rate is insensitive of pressure.     In 
this domain,flames are observed to move about on the surface of the propellant in 
a manner that is too irregular for meaningful average gas velocities to be extracted 
from the streak measurements, due to the consequent inapplicability of Eq. 3-113. 
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Fig, 3-23    Typical recordings. 
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Fig. 3-24    Model for determining the characteristic velocity. 
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Fig. 3-25     Characteristic velocity versus chamber pressure. 
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Fig.  3-26    Thrust history. 
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3.2. Rocket Motor Tests 

3 2.1. Conventional Test SUnds - The most common method of measuring propellant 
performance is by means of static rocket firing.    Generally one employs standard 
motors to d^ termine propellant performance;   standard motors permit for different 
propellants direct comparison of test results. 

Propellant-test firings are made during propellant development programs and also 
after manufacturing the complete full-scale rocket, particularly when the propellant 
must be poured and cured without the possibility of checking its characteristics in 
the motor after curing. 

In the motor-test approach to propellant performance determination, a statistical 
analysis of test data acquired in many motor firings, is used to obtain best estimates 
(J!  he propellant performance parameters.    The raw test data consists of measured 
parameters and test recordings.     Measured parameters are the mass m of pro- 
pellant burned (obtained by subtracting the weight after the firing from the weight 
before) and the cross-sectional area At of the nozzle throat (which, in the case of 
ablating nozzles, varies with time).   The test recordings contain the thrust F(t) 
and the chamber pressure pc (t) (which we assume to be the stagnation pressure). 
Test recordings are similar to the curves shown in Fig. 3-26 where one sees pres- 
sure build-up with and without a maxi rum, an erosive effect (A.B), ihe steady part 
of the run which is either progressive, . ^ressive or neutral (B. C) and finally the 
tailoff (C. F).    Mean values can be Je u   d rather accurately from these curves. 
For example the mean characteristic velocity is: 

c*   = 

,tb 

*b 

[ I p(t)dt]At 

mp 

where J0       p (t)dt is the area under the pressure curve, in    is the difference in 
mass of the motor before and after the firing, A t represents the mean cross- 
sectional area of the throat, and tb dei.otes the burning time.    A mean thrust 
coefficient can be written in a similar way: 

ftb 

P Jo      F(t)d* 

f    I    P(Odt]At 

and the corresponding mean specific impulse is: 

hP 
I    F(t)dt It 

mP 

where It represent:  the total impulse. 

These definitions are unambiguous and for each firing it is easy to determine c \ 
CF  and Isp accurately and to compare their values with theory. 

instantaneous values of the pertormance are more difficult to obtain accurately from 
lotor tests because of uncertainties in the length of the combustion time ti>.    By 

t 
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using the notion of useful thrust the burning time tb is defined by the length ot the 
segment AD on the recording.     The propellent mass flow rate can then be assumed 
to be mp = nip/tb so that instantaneous performance parameter 

c*(tt) = 
Pc  <VAc<^ 

mP 

cF(tt)- F<*1> 
P(ti) A(t,) 

F(tl) w-.— mp 

and it is seen that the uncertainty in the instantaneous values of c*   (ti) and 
IBp (t.j) is directly proportional to the uncertainty in tb.     Experimental techniques 
have been developed whereby the nozzle (for instance) can be ejected rapidly, there 
by causing combustion to cease rapidly (within a few tens of milliseconds) and 
permitting tb to be defined more accurately. 

Performing tests for a variety of different run durations also leads to a biter 
definition of the instantaneous mass flow rate and therefore of the instantaneous 
characteristic velocity and öpecific impulse, 

Comparison of theory with experimental may be made on the basis of the fo11 owing 
quantities called quality indices: 

.   , -   C*exp       ,  t    .  (C'F)exp t  .   '^exp 
C  th (CF )th (Jsp) th 

Experimental determination of propellant performance by means of conventional 
motor testing must be based on a large number of firings.  Statistical analyses of the 
performance should be made by obtaining mean values and standard deviations for 
a large number of parameters such as pressure, thrust, characteristic velocity, 
mass flow rate coefficient and specific impulse. 

3. 2. 2. Measurement of the Gas Velocity in the Motor (24) - The method described 
in Section 3.1, 2. may be applied also to a propellant burning in a motor.    Geomet- 
rical restrictions and propellant gas obscuration generally prevent one from 
observing downstream portions of the grain where erosive effects occur.   How- 
ever, careful experiments can yield streak pictures of the combustion at the head 
end of the gi nin.    As a particular illustration, we describe the details of one such 
experiment. 

The method of performance analysis from the streaks camera traces is the same 
as described in Section 3.1. 2. and will not be repeated here.     However we should 
remark here that the technique is also applicable to plateau propellants because the 
constraints of the motor geometry, make Eq. 3-113 more nearly correct.   Instead 
of describing the governing equation further we discuss the experimental method. 

In a particular test on a star-siiaped grain, illustrated in Fig. 3-27, a radial slit 
in an aluminum sheet extended along one of the star points of the grain facing the 
motor head. 
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A:  Slot 

B:   Particle path 

C:   Flame front 

Fig. 3-27    Slot positioning 

1:   Pro~M?llant grain 

2:  Lucite plate 

3:  Slotted plate 

4:  Slot 

5:  Observation window 

6:   Forward closure 

Fig. 3-28    Disassembled rocket motor 
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A flat lucite window of optical quality, serves as the motor head and permits flow 
observation. The aluminum foil containing the slit is 0.4 mm in thickness and is 
placed adjacent to the face of the grain that is to be observed. 

A transparent coating of inhibitor prevents burning on the surface of the grain facing 
the head and ?lso the eventual acceleration reduces the ratio of heat flow from the 
foil to the interior of the grain. 

A disassembled rocket motor view is shown in Fig. 3-28.     The head is a circular 
hole permitting observation through the slit and the camera objective lens is placed 
in this hole, where it is protected from gases and pressure.     Two lateral optical 
system pass light through the slit before the test and aid in adjusting the position 
of the camera.     The slit is usually slightly longer than the thickness of the web, 
so that the chamber wall can be observed before firing.     A number of variations 
of the apparatus described here has been employed successfully. 

The results obtained with a plateau propellant at chamber pressure between 30 and 
70 atmospheres are shown in Figs. 3-29 and 3-30. it can be seen that the regression 
rate is greater when measured on a motor, than when measured in the strand burner; 
the same is true for the velocity of the gases (Fig. 3-29).     The Simultaneous know- 
ledge of   r   and of v„ leads to the determination of the characteristic velocity 

c * from the previously esti>   ished relation..     The pressure dependence of the ratio 
of this experimental c* to the theoretical c* calculated at 70 atmospheres by 
Brinkley's method is shown in Fig. 3-30.   There is appreciable scatter at the low 
pressure levels; above 40 atmospheres the theoretical and experimental results 
are in good agreement.    Below 40 atmospheres the experimental curve diverges 
from the theoretical curve because of a decrease in combustion efficiency with 
decreasing pressure p. 

4pComparison of Theory and Experiment 

Specific comparisons based on quality indexes such as £ + , kv or £s are not very 
meaningful because the numerators and denominators in these ratios cliange as the 
techniques and theories for performance evaluation improve. 

Typical current values of the quality index £s lie between 0. 90 and 0. 95 when the 
theoretical calculation assumes equilibrium nozzle flow.     Theoretical causes for 
differences between theory and experiment have been discussed in Chapter 2. 
However, we shall perhaps emphasize here that the available thermodynamic data 
on heats of formation of propellants and on thermodynamic properties of condensed 
phases that must be used in the theoretical calculations   is sometimes questionable. 

There are many possible experimental causes of quality indices differing from 
unity.     The most important one is measurement error;   the determination of the 
parameters such as the characteristic velocity,  the thrust coefficient or the specific 
impulse is based on the measurement of several quantities and the accumulated 
errors produce uncertainties of at least a few percent. 

Scale effects produce experimental errors due to heat losses aid especially due to 
combustion efficiency in metalized propellants.     Additional experimental errors 
arise if proper care is not taken to account for mass loss effects, caused by liner 
pyrolysis and gasification of the other protective materials. 

1 
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There is an advantage in separating as much as possible the losses related to > 
combustion phenomena from the losses due to the flow expansion in the nozzle. 
A first approximation to this aspect of the problem is given by the determination 
of the quality index £, * .  linked to combustion phenomena and to the presence of 
condensed particles, and of the quality index £F  which is mainly affected by the 
losses in the nozzle.     Usually £, *   losses are more important than £F  losses; 
typically £(. * is of the order of 0. 93 to 0. 95 and £F varies from 0. 97 to 0. 98. 
The di''inctions between those losses characterised by the values of £, *  and £F * 
are less evident for very energetic propellants. J 
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Nomenclature 

A cross-sectional area 

a sound speed;   burning rate constant defined in Eq. 4-6 

a' burning rate constant defined in Eq. 4-7 

At) burning surface area 

at, initial acceleration of rocket 

A cross-«"ictional area of port 

A,, propellant surface area for sublimation rocket 

b burning rate constant defined in Eq. 4-6 

b' burning rate constant defined in Eq. 4-7 

c* characteristic velocity 

Cj, thrust coefficient 

Cm average curvature of initial surface 

Ct total curvature of ini* il surface 

D grain diameter 

Dt nozzle throat diameter 

F thrust 

G mass flow rate per unit cross-sectional area in central port 

g dimensionless variable G/G*; also gravitational acceleration 

g„ gravitational acceleration at sea level 

h enthalpy per unit mass 

h(, stagnation enthalpy 

hr reference enthalpy at 0° K 

J ratio of nozzle throat area to cross-sectional area of port 

K ratio of burning surface area to nozzle throat area 

Kn Knudsen lumber 

L length of grain 

M Mach number 

m mass How rate 
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mi, initial mass of vehicle 

m. combustion chamber mass 

mb mass burning rate 

mn nozzle mass 

nip propel lant mass 

ms mass flow rale of propellant lor sublimation rocket 

m, mass flow rate through nozzle 

mv m,, -mp mass of empty vehicle 

N parameter defined in Eq. 4-56 

n number of moles per unit mass for gas;   number of singular 
recesses and spikes; burning rate constant defined in Eq.  4-6 

P port perimeter 

p pressure 

ps stagnation pressure 

pv equilibrium vapor pressure 

R masc ratio of vehicle 

r linear regression rate 

r average regression rate, defined in Eq. 4-59 

R° universal gas constant 

Rj, R2 principal radii of curvature 

T temperature 

t time 

tb burning time 

Tj flame temperature (°K) 

T« reference temperature for propellant; also stagnation temperature 
for gas 

u average gas velocity; also burning rate constant defined in Eq. 4-11 

v(. effective exhaust velocity 

w web thickness 

% burned web thickness 
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y rt 

a burning rate constant defined In Eq. 4-10; evaporation coefficient; 
angle defining surface geometry at a singularity 

ß dAp/dAb 

T function of y defined in Eq.  2-4"  :f Chapter 2 

y ratio of specific heats 

Av velocity increase of vehicle 

ee nozzle area ratio, Ac/Al 

t j design parameter defined in Eq. 4-83 

en design parameter defined in Eq. 4-84 

ü angle defining surface geometry at a singularity 

A slenderness ratio L/D; also parameter defined in Eq. 4-55 

X molecular mean free path 

£ structural index = n^/nip 

HT coefficient of temperature sensitivity for burning rate 

(T1T)K coefficient defined in Eq. 4-22 

p gas density 

[^ density of structural material 

P p propellant density 

a., maximum allowable stress 

(aT ^ coefficient defined in Eq. 4-23 

tp angle between tangent to cross-sectional contour and a reference 

direction; also Vl - g2 

* function defined in Eq.  4-47 

Script Letters 

Su effective burning surface area 

m molecular weight of gas 

'y volume 

Superscripts 

o condition at t = 0 
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identifies sonic conditions 

Subscripts 

u burning surface 

c chamber 

e nozzle exit 

o upstream end of grain 

s stagnation 

nozzle throat 

conditions at port exit 
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Motor Operation 

1 Introduction (1)(2)(3) 

Steady-state motor operation is influenced by the mass flow rate of gases issuing 
from the burning grain surface.    According to the continuity equation this mass 
flow rate is a function of the propellant density pp , ot the burning surface area 
Aj, and of the burning rate r, as expressed by the formula: 

m„ = pP V (Eq. 4-1) 

Since most propellant densities lie oefween 1.6 and 1,7 g. cm-3, the choice of the 
density is limited and only two variable parameters, Ab and r, are available to the 
designer for controlling the flow rate. 

The gasecus combustion products flow through a nozzle at a mass flow rate iiit 
Both flow rates m( and mtare functions of the chamber pressure.    A steady opera- 
ting cordition can be achieved only if two conditions are fulfilled;   on one hand both 
mass flow rates must be equal to a high degree of approximation, viz: 

mb (pc)~- mt (pj (Eq. 4-2) 

which determines the pressure pc;   on the other hand the operation must be stable 
so that any pressure increase causes a more rapid augmentation in the flow rate 
through the nozzle, than in the ra'.e of production of gases  at the surface of the 
grain, viz: 

dmt 

do 
Pc 

dmt 
(Eq. 4-3) 

D„ 

Since the mass flow rate through the nozzle is approximately proportional to the 
pressure, the condition expressed by Eq. <*-3 can be written in the form: 

d In  r 
oTn~T 

< (Eq. 4-4) 

P< 
where u?e has been made of the fact that the only pressure dependent parameter in 
the expression, for the mass flow rate from the surface of the grain, is the burning 
rate. 

The burning velocity thus plays a very important role in the operation of a motor 
and the first section of the present chapter will be devoted to a di?r   *sion of 
burning velocity laws      In the second section we shall study the operation of dif- 
ferent motors with various grain shapes such as end-burning grains, cylindrical 
grains with central perforation and with radial combustion, and spherical grains. 
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VW shall also consider dual composition grains which allow,  in certain cases, im- 
provement in the neutrality of burning of the grain or suppression of the pressure 
tail-off.     As another topic,  we shall study the time evolution of the pressure and 
shall indicate parameters that influence this evolution.     In Section 4 the influence 
of the operating parameters on motor optimization is analyzed and in Section 5 the 

Deration of small sublimation motors is studieu. o 

'»   Rut-ninxr R rning iutie I^aws 

Combustion of solid propellants can occur in two regimes which are characterized 
by widely different propagation velocities for the flame, namely detonation and de- 
flagration.     In Hie f'rst regime the propagation velocity is of the order of several 
thousands of meters per second and in the second a few centimeters per second. 
The deflagration regime is used in propulsion.     The operating pressure in the 
motor varies fron  a few tens to a few hundreds of atmospheres, depending on the 
application.    Sine? the burning rate (deflagration velocity) depends appreciably on 
pressure,  it can vary considerably.     In order to define the burning rate one assu- 
mes that the combustion takes place in parallel layers so that a velocity vector, 
perpendicular to the surface and of equal magni   de everywhere on the surface, 
can be identified, viz: 

r      £■ (Eq. 4-5) 

where w is the web thickness.     Equation 4-5 defines the regression rate of the 
solid. 

The hypothesis of combustion in parallel layers was first proposed by Piobert in 
1839.     It remains valid if the heterogv. .eity of the propellant is of sufficiently 
small scale and if average propellant ar>H gas-phase properties vary little from one 
point to another. 

hi Section 2.1 we shall give various burning rate laws and we shall discuss effects 
of the most important parameters.     In Section 2.2 we shall review measurement 
techniques briefly. 

2. 1   Laws Proposed foi the Burning Rate (Influence of Certain Parameters) 

o'iii' e the most important parameter is the pressure,  investigators have endeavo- 
ured to develop a law relating r to p,    A general form of such a law is: 

r     at bp" (Eq. 4-6) 

where the values of a, b and n depend upon the nature of the propellant and the 
pressure range. 

For most propellants at low pressures (of the order of one atmosphere), a = 0 
and n     1.     At moderate pressures (of the order of ten atmospneres) Saint - 
Robert's law (a     0) has been verified;   the exponent n is then usually of the order 
of 0. 7 for homogeneous propellants and of the order of 0. 4 for heterogeneous pro- 
pellants. 

At very high pressures( - 2GÖ atm), Muraour's law (n = 1) is often used,     hi this 
case 'a' is often independent of the composition and, for homogeneous propellants, 
is of the order of 10 mm sec  \ However 'b' is a function of the heat released durin 
combustion and can be obtained from the equation: 

log (1000 b)     1. 214 + 0. 308 Tj/1000, 
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where T, is the flame temperature (u K) and where the units of 'b' are (mm sec-1 

atm"1).     In a formula of this type, the quantity 1\ can be related to the heat com- 
bustion. 

v 
For composite prope*tlants at moderate pressures (20 < p < 80 atm) one car. a^so 
use Summerfield's law (4): 

r K (Eq. 4-7) 

This relation has also been verified experimentally. 

Burning rate laws for several homogeneous and heterogeneous propellants are 
given in Chapter 5.    As an indication of orders of magnitudes, we give in Fig. 4-1 
the turning rales of classical propellants which follov. closely the pn type iaws: 

r - b p". (Eq, 4-8) 

Figure 4-1 shows that the burning rate is sensitive to the propellant temperature 
T as well as to pressure,*   temperature sensitivity is expressed by a law of th*; 
general form: 

r  --   r„ (p). f (T) . (Eq. 4-9) 

Typical f (T) functions are: 

f(T) =     ~^t~r'0) ^4-^ 
and: 

f (T)  =-- o  u <T- To) (Eq. 4-11) 

where Tu is a reference temperature corresponding io r - rQ and where a and u 
are constants.    The temperature sensitivity of the propellant burning rate is 
characterized by the coefficient: 

01 , )p ■   (f ^I)„        • (Eq. 4-12) 

An expansion in series shows that: 

eu (T - T0)   = i f.u(T- T,) + ...... * 
1 -u(T- T0) 

whence: 

(HT>P -u" —    • a 

For numerous propellants over normal grain temperature ranges, u is of the order 
of 0.004 f C}"1.     However, u i:- not constant over extended temperature ranges; 
it generally increases when T increases. 

Gas flow parallel tu Uie burning surface ln'luences the regression rate r.     This 
erosive combustion effect is an important phenomenon which will be studiec at 
length in Cnapter 7.     In each application,   we shall indicate the lorm of the ero- 

111 sion lav/ considered whenever erosion affects the operation of the motor. 
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Fig. 4-1       Burning rates of different propellants. 

Mj^±*~M-M.-*mmm~LM~ - „ n» *^J&*. - »    -    ^^ -^_ 



195 

r(mms~^) 

mm 

0 = 1500 (ROCKET 

0 = 2OO (MOTOR 

^=8°°) ROCKET 
0=2OO( MOTOR 

STRAND  BURNER 

__,«-.  pROPELLANT  A 

———. PROPELLANT B 

0 25 50     p(Qtm)        75 100 

Fig. 4-2      Burning rate obtained by different methods (8). 

Fig. 4-3      Rocket motor with transparent wall. 
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The burning rate also depends upon the nature of the pr jpellant;   for any given 
propellant there exist catalysts which can be used for the control of the burning 
rate.     Lithium fluoride, for example, decreases the burning rate by a factor pro- 
portional to the lithium fluoride concentration.     Copper chromite and silica in- 
crease both the burning rate and the pressure exponent.     Introducing aluminum in- 
to the pr pellant usually does not change the burning rate curve.     With certain 
catalysts and for a given granule size of ammonium pei chlorate, burning rates in- 
dependent of the pressure can be obtained;   this corresponds to the 'plateau' domain 
(see Fig. 4-2). 

In addition to chemical means there exisi physical means for controlling the burning 
rate.    In particular it is possible to include in the grain heat conducting substances 
that affect the oxidizer and fuel decomposition rates.    The most widely used tech- 
nique consists of introducing metal wires into the grain during the casting process. 
Silver threads a few hundredths of a micron in diameter are the most efficient. 
The effect of the shape o<" the metalic additives is given in the following table (5): 

Hollow spheres burning rate increase of 50 - 100% 
Hollow tubes "        "        " 10-200% 

Threads "        "        " 50-400% 

Foil "        "        " 50- 450% 

With threads the velocity increases from 0. 5 in. sec:1  to 2.65 in. sec." l (silver) 
2.32"    " (copper) 
1.82"    " (tungsten) 
1.16 "    " (aluminum; 

Addition of suitably shaped heat conducting materials to the propellant is usually 
the most effective way to obtain an increased burning rate that is needed for 
achieving a specified regression rate or burning area history.    One can also ex- 
ploit erosive phenomena by designing the grain with slits, througn which the hot 
gases flow in patterns that increase the erosive effect.    The burning rates required 
for a few applications are given in the following table: 

Application r (in. sec."  ) 

Booster 1 - 10 

Sustainer-motor 0.2 - 1.0 

Separation 1 - 10 

Spin-motor 1 - 10 

Space applications 0.05 - 5.0 

Gas generator 0.01 - 0.2 

2. 2    Techniques for Burning Rate Measurements 

Two types of measurement techniques are used, depending on the grain size. 
Small samples are burn id in a strand burner and large grains in a motor. 

a)    Strand Burner Techniques for Burning Rate Measurements (6) - The samples 
are shaped like cylinders a few centimeters long with a circular or square cross- 
section.     Lateral surfaces are protected by an inhibitor.     The measurements are 
made in a bomb, in which the adjustable pressure ranges from one to a few hundred 
atmospheres.     The pressurizing gas is usually nitrogen.     Ignition of the sample 
is achieved electrically.     The burning rate is obtained either by measuring the 

J' 
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time required for the flame front to pass between two electrical sensors (e.g. thin 
wires which melt) or by recording optically the continuous movement of the flame 
front (see Section 3 of Chapter 3). 

Table 4-1 compares^ these two techniques;   the photographic method is superior. 

Techniques using small samples can lead to erroneous results because of small 
burning areas, the presence of an inhibitor, the presence of cold gases in the 
vicinity of the combustion zone and dilution of combustion products by ambient 
gases.     However, strand burners are very convenient tools in developing new for- 
mulations, in monitoring a manufacturing process or in studying propellant com- 
bustion. 

b)    Burning Rate Measurements on a Motor (7),  (8) - Burning rate measurements 
on a motor are preferable to those in a strand burner, but the number of motor runs 
is limited, since motor tests are costly. 

In motor experiments the regression rate of the grain can be determined by direct 
methods, which include techniques based on interruption of burning, techniques 
utilizing probes embedded in the propellant and optical techniques which require 
tiie motor to be provided with a window. 

Figure 4-3 shows apparatus for burning rate measurements in a transparent motor. 
The motor is mounted vertically and the window is located at the fore end of the 
combustion chamber.     Two motion picture cameras are placed in a horizontal 
plane.    One camera operates at a standard framing rate and the other operates at 
high speed.     A totally reflecting mirror and a semi-ti ?.nsparent mirror are used 
in transmitting the image of the fore end of the motor to each camera. 

Photographs of the combustion zone at different times during burning are shown 
in Fig. 4-4.    It can be seen from the outermost bright zone that the surface of the 
grain regresses normal to itself during combustion.     The burned web thickness 
Wjrj can be obtained as a function of time from the photographs and Fig. 4-5 shows 
that the resulting curves differ at diiferent points on the burning surface.     This 
lack of uniformity is believed to be caused by ignition phenomena, in the particular 
example shown here.    The slopes of the curves in Fig. 4-5 give the instantaneous 
burning rate. 

Indirect methods for measuring the burning rate can also be used.    These methods 
employ accurate pressure measurements obtained during the run.     Through the 
mass flow conservation equation, it is possible to relate directly r A,, to the 
pressure: 

r. Ab  '-   f (p(t))     . (Eq. 4-13) 

By assuming a value for the burning surface area at time t, one can calculate the 
burning rate r from Eq. 4-13.     Sich an assumption is unnecessary if one uses a 
neutral configuration, for which the burning surface area A() remains constant 
during the entire run.     The operating conditions and the accuracies of motor 
methods are summarized in Table 4-1. 

Discrepancies-' L.^ween the results obtained by the different methods often occur. 
These discrepancies arise principally from the differing burning conditions in each 
type of experiment.     Figure 4-2 shows, for two composite plateau propellants, 
results obtained in the strand burner and in firings of two motors with different 
diameters.     These results indicate that the burning rates measured in a strand 
burner are lower than those measured on a mctor.     The difference may be caused 
by the larger convective heat losses in a bomb than in a motor.     Radiation effects 
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Techniques Operating        Accuracy 
Conditions 

Remarks 

Strand Burner 
Sample Methods 
Wire Technique 

Semi-realistic      Poor Average burning rates 

Photographic Semi-realistic      Fair Instantaneous burning rates 
Visualization of anomalies 

Motor Firing Methods 

Interrupted burning    Realistic Fair Average burning rates 

Probes 

Analysis of the 
pressure time 
recording 

Realistic Fair Average burning rates 

Photographic Realistic Good Instantaneous burning rates 
Rocket motor with trans- 
parent window 

Realistic Poor Instantaneous 

Table 4-1    Comparison of Experimental Techniques 
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Fig. 4-4      Evolution of the geometry during combustion. 
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Fig. 4-5      Web evolution versus time. 

COMBUSTION   GASES 

NOZZLE 

Fig. 4-6      End-burning solid propellant giain. 
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may also be significant.     It is also seen that the burning rate increases with the 
motor diameter, although the p-tneral shape of the curve remains the same, 

3    Motor Operating Characteristics {Time Evolution of the Pressure und of the 
Web Thickness) 

3.1.   End Burning Grain 
i 

The particularly simple, end-burning, cylindrical grain configuration is illustrated 
schematically in Fig. 4-6.     The burning surface area remains constant during the 
entire firing.     The mass conservation equation states that the mass flow rate from 
the surface of the propellant is equal to the sum of the mass flow through the nozzle 
and the time rate of increase of the gaseous mass contained in the combustion 
chamber: 

PpAbr     =^V£L   ♦    *£- (Bq.4-14) 

where pc ?'Q is the mass of gaseous combustion products in the combustion chamber. 
A     i' 2       2 

Since pc   ■■ - ^ c'   =  pc A b r,   c * r      =  n R Tv and pt. = pc  iiR Tc , 

where V = vy (—j) (y+ (r + 1\     see Eq# 2-47 of Chapter 2, the mass con- 

servation equation becomes: 

* 1 dD Pr r2 c* 
J-£-    -i- ?.pc       +   _Zt =(pDnRTc-pc)   r,   (Eq. 4-15) 

At K dt K p 

where K denotes the first geometric similitude parameter, the ratio of the burning 
surface area to the nozzle throat area, which is called the restriction ratio. 

Let us first study the case where fy nRTc is much larger than p0 which io valid 
for most applications.    During steady-slate operation cf a neutral grain, dpc  = o, 
so that: dt 

p0/Kc*  = ppr        . (Eq. 4-16) 

The left-hand ride of £q. 4-16 represents the mass flow rate through the nozzle per 
unit burning surface area and the right-hand side is the mass rate of production of 
gaseous combustion products, also per unit burning surface area.     Equation 4-16 
yields the operating pressure of the motor.    The stability condition becomes: 

With a burning rate law of the form: 

r  =   b pn    , 

the operating pressure is given by the formula: 

np c*bK = pt.(i- 
B)     . (Eq. 4-18) 

We shall assume that, in this case, the characteristic velocity c* is not very sen- 
sitive to the pressure.     It is then quite clear from Eq. 4-18 that for specified pro- 
peAlant properties, the ratio X is an important motor design parameter which de- 

J 
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termines the operating pressure of the motor.    The stability condition becomes: 

d lnr 
<Tfhpc 

< 

or: 

(Eq. 4-19) 

(Eq. 4-20) 

The motor will operate stably only if this last condition is satisfied.    We have de- 
fined the coefficient: 

(HT)p 
Al lnr   \ (Eq. 4-21) 

which expresses the sensitivity of the burning rate to the temperature.    During 
steady-state operation   two other parameters are of practical interest: 

and 

(Eq, 4-22) 

(Eq. 4-23) 

The first of these two coefficients expresses the sensitivity of the burning rate to 
the temperature for a motor with a constant area ratio, the second expresses the sen- 
sitivity of the chamber pressure to variations in the grain temperature at a constant 
value of K. 

Since 

and 

r=  b„eu<T-ToV, the following relations are obtained: 

3 lnr        _ /TT  \ 19 Inp 1 
^T"K =(  T)K =U+nl^"/K   = U+n (or) 

(O "Tn 
= (nT) 

(Eq. 4-24) 

(Eq. 4-25) 

An increase in the pressure exponent n increases the temperature sensitivity for 
operation at constant K. 

With other burning rate laws, similar expressions are obtained.    For instance with 
Summerfield's law the operating pressure is given by the relation: 

b ' pc
2/^  PpK c*  -a' 

and with Muraour's law: 

Pc(l-P0   c*Kb) =   n   c*Ka 

For Summerfield's law, the stability condition becomes: 

1  ^   a'    .   b' 
r >  p7        *=V 

D    / 

(Eq. 4-26) 

(Eq. 4-27) 

(Eq. 4-28) 

which is always satisfied if a' and b' are positive. 
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For Muraour's law, the stability condition isr 

pp  c* Kb<l (Eq. 4-29) 

and the constant 'a' is always positive. 

If pr)nRTc. ia not assumed 10 be negligible in comparison with pc and p   is not neg- 
ligible compared with pc, then the equilibrium pressure is given by the formula: 

p r2e* 
-2—— = (P*-P,)r , (Eq.   S-ui) 

K 

with 
p*  =  p„ n RT ^ *p c 

A burring rate law uf the pn type leads to the following stability condition: 

n : —£  (Eq. 4-31) 
P   - Pr 

The motor operation can then be stable for values of n larger than un^, but since 
p* is typically of the order of 14. 000 atm., realistic values of pc permit V to ex- 
ceed unity only by a very small amount.     The minimum value of p, for stability is: 

(p )   , . .    =   LZ.L     p* (Eq. 4-32) 
UV stable n 

3.2.   Grains with Central Perforations (9) 

For grains with central perforations the problem of calculating grain shape evolu- 
tion is complicated because of the presence of a flow in the central port and the 
presence of axial variations of grain shape.    Figure 4-7 shows a schematic illus- 
tration of a motor with a perforated grain.    The central port may be cylindrical 
or tapered.    The mass flow rate at time t through a cross section at abscissa x, 
is given by: 

m (xU pp   Jo   Pb (x) r (x) dx - pp JQ  
b r. d^ (EG, 4-33) 

where    j(x) is the internal perimeter oi the grain at axial position x.     The mass 
flow rate at position x is also given bv the formula: 

m(x) =  p(x). Ap(x). u(x) (Eq   4-34) 

where p(x) and u(x) denote tie average gas-phase density aid velocity at position x. 
Qiantities such as u(x) affect the local burnrng rate.    At üie exit section ix = L), 
the mass flow rate is equal to the flow rate through the nozzle: 

Pl Api Ul   =  -P^L (Eq. 4-35) 

A second geometrical similitude parameter therefore arises, namely, J1=AJ/A ., 
the ratio of the nozzle throat area to the port exit cross-sectional area.    This 
parameter J, , determines the Mach number in the exit cross-section of the port. 
Typically Jl is of the older of 1/2 at the beginning of a firing.     The value of J, 
determines the severity of erosion in the central port. 
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»3URNING   STAGNATION' 

Fig. 4-7      Tapered port rocket motor. 

PRESSURE 

STAGNATION   PRESSURE 

'- BURNING   SURFACE 

Fig. 4-8      Pressure evolution along the gram. 

i 
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Let us consider axial pressure profiles in the central port (Fig. 4-8).     Due to the 
low flow velocity at section 0, the stagnation pressure is practically equal to the 
static pressure there.     The stagnation pressure decreases as x increases oecause 
of mass and energy addition by combustion.    At the exit of the port, the discontin- 
uity in cross-sectional areas can cause a sudden variation in total pressure.     We 
shall assume here that this discontinuity is small and furthermore that no chemical 
reactions take place in the nozzle;   the stagnation pi. ssure is needed tor computing 
the mass flow rate through the nozzle because the stagnation pressure at the throat 
appears in the formula for the mass flow x aie.    Since the mass flow rate increases 
as A increases, the flow velocity in the central port increases and the static pr*.   • 
sure decreases continuously. 

For steady-state, adiabatic Uow, the conservation equations are: 

conservation of mass :  m = puA (Eq. 4-36) 

conservation of momentum : d (m u) + Apdp=0 (Eq. 4-37) 

conservation of energy : h0 = h +ul_ (Eq. 4-38) 

the subscript o corresponds to *he upstream end of the grain where uc1 - 0.    In the 
energy conservation equation, we shall assume that all the mass introduced into the 
system has the same stagnation enthalpy ty, and the same stagnation temperature 
T„ = T0 .    The gr.ses are also assumed to obey the perfect gas law, 

p - on JRT 

ar:d the enthalpy assumed to be given by the formula: 

h = K + cnT 

(Eq. 4-39) 

(Eq. 4-40) 

where hr is the reference enthalpy at 0  K.     We have thus five equations 4-36 to 
4-40 relating the seven variables: p, u, p, T, h, m, A   from which we shall choose 
two independent variables, m and A  . 

In this problem m and A   appear in relations such as : 

G 

where G is the specific      ss flow rate in the central port and G+the specific mass 
flow corresponding to  sonic conditions.     Thus, 

(Eq. 4-41) 

and 

r,       m G   =        = pr.\ 
AP 

G* = p* u* = 
y Po 

2 m 
1 

1 

(Eq. 4-42) 

(Eq. 4-43) 

V2y (y + l)nRTc> 

Equation 4-36 to 4-40 can be transformed into differential equations of the form: 

1/2 

(Eq. 4-44) 

-a (p/Po^yd   (p/Po)2+ (rzl)  g* 

dlnAp= 0 
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In the particular case for which dAp = 0, the following equations give the dependent 
variables as functions of the independent variable   <p  = V~T^g2 

T 

To " 

2 
y +1   ■ 

1 + y (p 
i +   (p 

1 +Y0 
l+Y ict'- 

Po 

1 ^JUH 
l + Y 

n   _ 
Po 

1 + if) 
2 

U 

U^ = 

i - * 
J\  - *P2 

u 2 

y + 1 (4rf) 
h *2 

1-     U 1 -_£ 
K 2h0 Vl->2 

1 +   y</7/ 

"x: 
(l/y-i) 

(1 + y   <p) 

(Eq. 4-45) 

Here u" is the value of u for g = 1 and A*(x) is the cross-sectional area of the throat 
of a fictitious sonic nozzle, that discharges the same mass flow rate as the flow 
rate through the port section Ap(x) at position x.     The quantity g and the Mach num- 
ber Mare related by the equation: 

g- 
M\/2(r +1){   1+^f1 M2} (Eq. 4-46) 

1 + y  M2 

In general, dA   *  0 and two independent variables are needed in expressing the 
solutions.     The dimensionless variables g and P_   are useful replacements for the 

Po 
dimensional independent variables A   and m, 

In order to simplify the expressions let: 

Po  .   p * = y   -  1 
y + i p 

The resolution of the system of equation yields T, p,  h, u,  M and ps : 

(Eq.  4-47) 



_u I 

r 
PÖ Po" 2 (7l + *2   - 1) 

y-1 
11     _5.      1"  1 + Vl + *2 1 

"Po   "   Po      L 2 J 

u    fVZT   \^j±*E^zi 
U*       / y   -   1 ~tf J 

*2+ 2(1-    'l -*   *2) u *2 

h  = .       u* 
ho       " TfT 

X_+1 

y - 1 

M   = 
r - l 

VCM      L    y + l       J 

*2 

y 
y - 1 

(Eq. 4-48) 

The /alue of p/p0 is determined from equation 4-44.     To equation 4-44, 4-46 and 
4-48 we must    add  an expression for the mass flow rate at the port exit: 

—^     =    ~±-r±        . (Eq. 4-49) 

Equation 4-49 rests on the assumption that the stagnation pressure in Section 1, 
P s , is equal to the stagnation pressure at the nozzle throat.     In particular at the 
exit section gl is given by: 

1 Ps m, 
Bl«X G* 

a   Ji 
Po N~ ■ (Eq. 4-50) 

Introducing into the definition of g the expression for the flow rate of combustion 
products, we obtain the formula: 

■■*•* •£ 4- '.'•(*■■) dA, (Eq. 4-51) 

The functional dependence of the burning surface area on the local port crosü sec- 
tional area must also be given: 

A„-aCA p) (Eq. 4-52) 

The system formed by equations 4-44, 4-48,  4-50, 4-51 and 4-52 allows solution 
of some problems related to the operation of a motor. 

dAn 
As an illustrative example,   consider a profile defined by ß --*■■       constant and 
a burning law of the form r     b\V  (1 + k u u* ).     Equation 4-51      •» becomes then: 
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g = 

For reasons of convenience Price introduced two parameters which appear in the 
preceding expression.    First he defined an area ratio K^, - Ab/At      Neglecting 
the effect of the mass flow through the motor, one can write an approximate ex- 
pression for K0, which treats the motor as an isobaric system operating at pres- 
sure p^ viz., 

K  = 
P., 

Ppbpg c* 
(Eq. 4-54) 

Price then defined: 

ßG* 
A    = 

Po bPon 

0G*Ko c* 

and introduced the notation: 

Ab      1 L N = 

Po 

_   1     Mb 
Ap     K0 K0      ßK0  Ap 

(~^=)' 

(Eq. 4-55) 

(Eq. 4-56) 

whence 

A^ 1 - /3NK0 

so that the parameters A and N appear in the expression for g (N is expressed as 

a function of /3A 
*). 

Figures 4-9 and 4-10 give the variation of p/po with N (Fig. 4-$ and with g (Fig. 
4-10) for several values of J and A .    In these examples we have taken a plateau- 
type propellant (n = 0) and an erosion factor k equal to 2; the ratio of the specific 
heats, y, is 1. 22.    The limit of isentropic flow corresponds to an idealised system 
in which the mass is introduced at zero velocity at a pressure p  and is accelera- 
ted isci,tropically.    In this case: 

K =   K N .  J   |    .  J 

and the variable g is given by: 

JPO 
g - 

G* c4 
(Eq. 4-57) 

Two additional parameters can also be introduced.    We defme an average burning 
rate r by the equation: 

J Po 
(Eq. 4-58) 
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Fig. 4-9    Variation of pressure versus N in constant ß channels 
(n = 0, k =   2. 0)  (9). 
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Fig. 4-10    Variation of pressure vs.    g   in constant ^ channels 
(n = 0, k = 2. 0) (9). 
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so that; 

r   = 
Po*b 

(Eq. 4-59) 

In particular, the average burning rate for the entire grain is: 

r = 
PP A£ 

(Eq. 4-60) 

The thrust F is related to an effective exhaust velocity v   by the formula: 

F =   mive 

and can be written in the form: 

(Eq. 4 61) 

p AD ÄT Po 
Ve   =   -^  J 

Po 
Ve = 

Po 
(Eq. 4-62) 

The graphical representation is convenient for solving certain problems related to 
motor operation.    Let us consider one application;   other examples of this type 
are also given m reference (9). 

-3 -1 

Consider a propellant with the following characteristics: 

b = 8 mm sec'1, n = 0 , k = 2.0 , y = 1. 22 , p   =1.7 g. cm~J , c*    1500 msec 

ve = 2500 m. s"1.    We shall calculate the motor size required for generating a 
thrust of F = 10 T, at an operating prrr -we p0 = 50 atm and a pressure ratio 
PI/PO = 0.80.    The central port will .» t. pered with ß = 3.10" .    The grain geo- 
metry is defined by specifying the values of A    , A , J, At, Ab and K.    We shall 
also wish to calculate the value of the average burning rate f. 

In order to use the graphs of Figs. 4-9 and 4-10, we must compute A: 

A - ßG* - e Po L    1 (y ±l 1/y-l 
= 0. 599 

From Fig. 4-10 we find Jx = 0.66, N= 0.419 and from Fig. 4-9, gt = 0.725. 
The remaining computations are: 

F 
giG*ve 

At    :   Ji   API 

K, 
PoA 

199 cm" 

131 cm2 

= 249 
G* ßc* 

L   =  NK0 =   104.3  =   JXK 

K   =    158 

Ab  =   KAt =   20700 cm2 
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AD      -    AD   - ßAb  a   136.9 cm2 

'1 

r    =    J^     _<T c*     -    0.881 

This one-dimensional analysis could be improved fry considering either a stratified 
flow or a two-dimensional flow.    However, its accuracy would be limited by our 
knowledge of burning rates and of the laws which control them, sc that a more com- 
plex theory *s not justified.    This analysis can also be extended to more complex 
port geometries. 

3.3,    Piopellant Grain Geometry 

a)   General Case - In an end burning grain the area of the burning surface is in- 
dependent of time and therefor« the pressure also remains constant,*   the grain is 
neutral.    In a grain wttli a central perforation the pressure remains constant only 
if the quantity r Ab does not vary cfciring the firing, r being the instantaneous area - 
average burning rate.    The grain will be neutral if r A^ is constant, progressive 
if r A^ increases with time and regressive if r Ab decreases.    In Section 3. 2 we 
focused our attention on the effect of the flow on the operation of the motor and we 
did not discuss details of the choice of the burning rate or of the grain geometry. 
We shall now begin to consider these topics and shall start by assuming that the 
bunting velocity is the same at each point on the propellant surface.    Consider 
(Fig. 4-11) a burning surface A^O) at time i - 0;   the new surface at time t later 
is defined as the envelope of the spheres centered on surface Ab (0) and of radius 
equal to the burned web thickness y - f t.    The surface Ab(t)   thus defined is 
parallel to the first one.    An analogy exists between the definition of a burning 
surface and Kuygens' principle of wave-front propagation in optics.    Our present 
problem is equivalent to that of wave propagation in an Isotropie medium. 

Let E0 be a point contained In an area element da° of the surface A,, (0) = A,".    The 
two principal radii of curvature of the surface at point E0 are R° and R^.    To the 
point E0 of surface A£ corresponds at time t a point Eof  surface A^ such that the 
distance E0E = y (y is chosen sufficiently small so that the principal centers of 
curvature are located neither on surface A^ nor between Ab and Ab).    To the area 
element da° corresponds an area element da on surface Ab   and   the princi- 
pal radii of curvature at point E, are Pn = Rj - y and Ra - R(2 - y.    Simie the 
solid angle do> = da/Rt R2    is conserved in wave-front propagation, it follows that: 

da°       _       da (Eq. 4-63) 
Rl  R2 **1  R 2 

The area A^} is given by the integral: 

A„ i da =   f gJ-r><RS 'Ji    da, (Eq. 4-64) 
A», At, i       2 

which can be expressed in *erms of the average (Cm ) and total (Ct) curvatures of 
the initial surface, 

C-'-\ (L      +    -V   C.  '   —i— • (Eq. 4-65) 
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Fig. 4-11    Burning surface evolution. 

CASE   1 

PROPELLANT 

CASE   2 

Fig. 4-12    Burning surface evolution without singularity. 
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^3 
A, f      (1 - 2yCm   ♦ y2C,) d.(o 

- Ah°   - 2y       i cmda0   + y2       L        ctda <*>• 4"66) 

X X 
Developing A^ in a Mac-Laurin series leads to the relation: 

X 1^y2 3o 
Ab=Ab + -ar   y^i +-3!   —f- y3+  

dy2 dyJ 

Equating the last two expressions for Ab shows that only the first and second de- 
rivatives have nonzero values;   the higher order derivatives are identically equal 
to zero.    We see that: 

dAg 
f       C9  da0,     =    k        Ctda0 (Eq. 4-67) 

JA: dy2 JAZ 

which lead to the following conclusions: 

1) Knowledge of the derivatives _ZJL   and       . ,*>      is sufficient to define the 
dy dyA 

surface at any later time t and to determine the entire burning history of the sur- 
face. 

dA 2) The grain will be neutral if —*L      =0, i.e., as a first approximation, if the 
dy 

average curvature of the surface is zero (Cm  = 0). 

3) In the particular case of a cylindrical surface the burning surface area is 
equal to the product of the ^X)rt perimeter P and the length L of the grain: 

Ab    -    LP 

In this case the radius of curvature Rg is infinite    „aence d2 A£ /dy2 = 0 and Rj = 
R° so that: 

■J>-/; 3-.i£..-rs~+ & 
A    n J <PA 

where <p is the angle between the tangent to the cross-sectional contour and a 
reference direction (d P° = R°d tp).    The burning surface area A^ at instant t is 
then simply: 

Ab   =   A°b    - Ly   (<pB   - <pA)   . (Eq. 4-68) 

If a closed contour contains the propellant (Fig. 4-12, case 1), then we have: 

^B  =   ^A  +   2* 

and 

\  =  A°   - Ly2» , (Eq. 4-69) 
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and the grain is then regressive regardless of the profile that is chosen.     If the 
contour is closed with the propellant on the outsidr (Fig. 4-12, case 2), then 

<PA    =    <PB    +   2i7 

and 

Ah  =   A° + Ly27r (Eq. 4-70) 

and the grain is progressive.    Neutrality of a single cylindrical grain can there- 
fore be achieved, only if there are singularity on its surface. 

Consider first a grain with a recess-type singularity (Fig. 4-13);   let (r) be the 
locus of this singularity and let E be a point on the curve,  (r).    The vector (ET) 
is the tangent to this curve at point E and (FT) is a plane perpendicular to this tan- 
gent at point E.    The intersection of the propellant surface with the plane (Tl) is 
formed by curve segments DE and EF. their tangents at E being (ETD') and jET^T). 
In the plane (n) we draw the normals (ENt*) to (ETF*) and (EN£*) to (ETD ) 
at E and also the vector (EN) containing    Üie radius of curvature R of (r).    Let 
0 ' and 6 " be the angles that the vector (EN5 makes with (EN,*) and with (ENp) 
and let ds be an element of arc of the curve (r).    The propellant surface A   at 
tim^ t is defined by the contour (GBIC H) and the initial surface A£ is given 
by D E F.    During the time interval t, the area increases by th^ arc B I C, 
whence (30): 

Ab = < + y  i(D (•" - 0')ds + y2 /(r) »»"t^slnfl'^ m  4.71) 

Only the first derivative of this expression is of intere^   for the neutrality con- 
dition.    We find: 

dAh r r 
-gf-    =   -2Cm   + /    <d"-«)d8=-2[C.   -   J Olds       .      (Eq. 4-72) 

where 

0" - 0'  = 20 

The case of a spike-type singularity is shown in Fig. 4-14, where the notation is 
the same as in Fig. 4-13.    For the sake of clarity, we show only the plane (IT). 
At time t, point E becomes point I and contour D E F becomes G I H.    The angle 
between the two normals is 2 0 and the angle between the tangents is 2 a = n -2 b. 
The burning surface area decreases by an amount corresponding to the arcs B E 
and E Ct so that: 

Ab = A°b-J(r)    (BE + ECMs     . (Eq. 4-73) 

A first order approximation for the integral is: 

/(r) 2ytg0ds       . (Eq. 4-74) 

The first derivative is thus: 

-3~    =-2|C.  + /(r)  tg ods] (Eq. 4-75) 
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Fi^. 4-13    Burning surface with a recess type singularity. 

Fig. 4-li    Burning surface with a spike-type singularity. 
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STAR 

WAGON-WHEEL 

FORKED WAGON-WHEEL 

Fig. 4-15    Grain configurations. 
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For a cylindrical grain with a cross section containing n singular recesses and 
spikes, with an angle 0 between the normals, the first derivative of A,5 is: 

dAf, 
__    -     - L \ <pu     - <pA    4   2n (tg 0 - 9)\        . (Eq. 4-76) 

Equation 4-76 is appl; able to various star-shaped grains, for example. 
In most applications, internally burning grains arc employed, so that: 

w     _   (p       ~   2/r VB       VA 

and Equation 4-76 becomes: 

dAb 
IIj—    =   - 2L[ -7T+n (ig 9-  9)] (Eq. 4-77) 

dA The neutrality condition (—Ji- = 0) then becomes: 
dy 

tg o - 0 = JL     . 

If the spikes are characterized by the angle a between the propellant surface tan- 
gents, such that 9 =~ - a , then this result becomes: 

Li 

cotg a + a =-£+ £ (Eq. 4-78) 

The iollowing table gives the values of a  for integral values of n between 1 and 10. 

Table of a 

n «0 

1 12 32'.80 
2 19° 39'. 86 
3 24 32'. 79 
4 28c 12'. 96 
5 31° 07'. 71 
6 33L 31'. 70 
7 3 5 33'. 40 
8 37 18'. 40 
9 38° 50'. 38 

10 40r 12'. 00 

We have assumed here that the singularities exist on the initial surface A? ;   they 
can also appear in the course of the combustion, provided that the grain has an 
appropriate geometry.     The basic aspects of the preceding method are suffir.i ntlv 
general to be applicable to any surface. 

In practical aoplications the grains are generally cylindrical *.nd often have a star- 
shaped cro       ection;   we shall study this type of grain in greater detail. 

b) Star ai... Wagon-Wheel Cross Section Grains - Typical star and wagon-wheel 
configurations are shown in Fig. 4-15. For 'hese geometries, it is possible to 
compute the time evolution of the pressure.     Let us first study the classical star 

1 
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shaped configuration illustrated in Fig. 4-16,     For the sake of simplicity, we shall 
discuss only cases for which R1 - 0,  R9 = f and c2 n /n  = n /n ,  in the notation of 
Fig. 4-16. 

During the first phase of combustion, when * —    •» S^^ '^' , the burning surfac 
area per unit grain length, A /L, is: f cos a 

Ab(t) .   .    , 
 , 2n|f-1"^ ;  ' + (y + D (* + 4-  -  a~ cotg«)|   ,      (Eq.   4-79) i-' sin of n.        Ct 

where y is the burned web thickness, perpendicular to the surface, and n the num- 
ber of star points. 

The neutrality condition is very simply expressed by requiring that Ab(t) in Equa- 
tion 4-79 be independent of y, viz., 

K + I - a - cotg a     = 0 

which has previously oeon shown to be of more general validity. 

During the second phase of combustion, when -^-i—  5 sm LZSJ the burning surface 
u S cos a b 

area becomes: * 

Tr  =   2n{    (jr+D[JL+sln-l   (JLf    sin 1) 1 } . (Eq. 4-80) 

The grain is then progressive and Ab increases linearily with y = r t. 

When the flame front reaches the case ( y = w), the grain becomes reg^ essive, pro- 
ducing thrust decay. 

The initial port cross-seciional area is: 

A       n «r ^ ir   / IT ■   TT \    t* sin (77/n) An=2nn-x-   sin-1   (cos ^   -   sin 1   cotg a ) + f I A—  
P l 2 n   v n n        & sin a 

+f2  (|    +  £   -   a - cot a)} . (Eq.  4-81) 

With more complex shapes, such as the one in Fig. 4-17, similar but more com- 
plex relations are obtained.     In Fig. 4-17, the number of geometrical parameters 
is nineteen.     By appropriately choosing these parameters it is possible to achieve 
almost any desired time evolution of the nurning surface area and,  consequently, 
of the pressure.     In order to determine the importance of each parameter and its 
influence on the burning surface area, it is desirable to know the partial derivatives 

—— with respect to each parameter a, (10).     For small changes in the para- 
don r -1 
meters a.. : 

j=n 

A A,    =   V aAb     A«, (Eq.   4-8?) 
j=l    'Bar, 



219 

Fig. 4-16    Star configuration. 

Fig, 4-17    Forked wagon-wheel configuration. 
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CONICAL   CYLINDER     GRAIN 

SEGMENTED GRAIN 

Fig. 4-18    Multibloc configuration. 

Ab/nR2 

Fig. 4-19    Burning surface time evolution in a segmented grain. 
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In spite of the multiplicity o? the parameters,  it is possible to analyse the grain 
configuration shown in Fig. 4-17 in a short time,  by using electronic computers. 

It is also of importance to calculate the evolution of the geometry of the propellant 
in the fore and aft closures of the motor. 

For different grain designs that produce a specified chamber pressure history, two 
additional parameters affect the designer's choice of grain configuration      One is 
the loading fraction eY which is defined as the ratio of the propellant volume to the 
motor volume (nozzle excluded), 

Propellant volume (Eq. 4-83) 
1       Motor volume 

The other is the thrust decay loss, or 'sliver' loss parameter €l{ , which is de- 
fined as the ratio of the propellant volume that remains when y = w, to the total in- 
it'll propellant volume. 

7 w       Sliver volume (Eq. 4-84) 
r p       Propellant volume 

Grain configurations are chosen so that el is as close to unity as possible and tjj 
is as close to zero as possible; the loading fraction should thus be maximal ana 
the thrust decay losses minimal. 

c) Segmented Grains (11)-Grains are sometimes built in segments, either for stress 
relief, or as the best means of achieving the required thrust time curve.    They 
are constructed by combining cones and cylinders, as shown in Fig. 4-18a, or 
circular cylindrical grains (Fig. 4-18b).     It is necessary to have adequate thermal 
protection at the junctions between grains.    The time evolution of the burning sur- 
face area is determined very simply in the case of a circular port (stage 0 grains 
for the Titan m-C). 

Let us take as an example, a tubular grain of initial radius R and of external (wall) 
radius aLR;   the grain length is a2R and the fore and aft end faces of the grain are 
coated with a restrictor from the wall to radius a3R and a.jR, respectively (see 
Fig. 4-19).    During the earliest stage of combustion, the burning surface area 
^ at time t is: 

Ab(t)       Ab(0)       2 _ 2 2 
 = +  - [ a2 - 4 t \ (a, + a.,)] rt - — (rt)     . (Eq. 4-85) 
m2        JTR2 R A R2 

By appropriate choices of alt a2, a3 and a4   it is possible to approximate neutra- 
lity;   the area Ab is a parabolic  function   M time. 

Figure 4-19 shows how the fraction of the lateral areas covered with restrictor 
affects the burning area history.     During the earliest stage of combustion, the 
grain is progressive if a 3 = a4 = 2 and becomes regressive at larger values of a., 
and a4.     Solutions close   to neutrality are obtained for a.j = 3 and 2 <a , <. 3. 
It should be emphasized that the approach discussed here is useful    principally 
for large motors. 

Ignition and erosion effects in segmented grains can present problems when there 
are sudden variations in the cross-sectional area of the central port along the 
grain. 

J! 
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cl)   Slotted Grains - Ordinary jlotted grain configuration are tubular with slots 
of the type illustrated in Fig. 4-20 located at its ends.    The number of slots and 
their lengths vary with the design.    Slots facilitate manufacturing and improve 
mechanical properties of the grain.    They enable the designer to telect small 
port diameters and thereby to achieve better loading fractions.    Their major draw- 
back arises from the need to protect thp moror case from the hot gases in the slots; 
this may degrade the structural index somewhat.    Slot configurations have several 
burning regimes, depending on the values of the web thickness w and of the other 
parameters that are indicated on Fig. 4-20.    At a critical web thickness y = y* 
the internal circle disappears and the burning surfaces become parallel to the 
faces G B and B F in Fig. 4-20.    The value of y* can be calculated by setting 
BÄ = EFT.    We shall let z denote the length BF parallel to the slot and m the length 
CD perpendicular to BF.    The grain shape changes when y becomes equal to y* 
m or the axial slot length £.    The possible combinations are: 

a) y <y* y * f 

b) y<y* y ^ m y> t 

O y    ,y* y ^ m y * i 

d) y - y* y < m y> ( 

e) y >y* y > m 

We note that y* = (d sin a - 2 e) / 2 (1 - sin a ) and that m = -s- sin a - e. 

The intersection of the c itral cylinder with the cylinder of diameter 2 e at the 
bottom of the slot, leads to elliptic integrals of the form: 

f   7T/2 2 

B<M)= /        cos y d<P ■ 
Jo    V 1 - k2 sin2 tp 

in formulas for the burning area.    In particular, in case z) the burning surface 
area Ab (y = rt) at time t is given by: 

Ab(t)= ™ (L- y; + J (D2 - u2) - 2nv2B{k2) 

+ ^ u (d + 6y - 4P) arc sin — + n (f+ 1.0708e + 0. 0708y)z 

nD2 0   (e + w) __T_  arc sin 2 i-^-—   . (Eq> 4.86) 

where n is the number of slots ar.J where        u = d + 2y 

v = e + y 

z = VD
2
 - 4 v2 - Vu2 - 4 v2 

u 

Experiments reported by Stone (12) have shown that this configuration can be made 
to approximate neutrality well. 

e)    Grains u «th Nonuniform Axial Profiles and Composite Configuration - In cer- 
tain applications, such as when a very high iniHa] acceleration of the rocket is 
required, or when it is desirable to assure uniform gas flow in the central port, 
axiaily dependent grain profiles can be used.     For example, a star shape may be 
designed to undergo a progressive deformation from the upstream end of the grain 
to the downstream end.     Sometimes the cross-sectional area is made to increase 
in the flow direction, in order to maintain an approximately constant gas velocity 
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Fig. 4-20    Slotted grain. 

. RESTRICTOR 

TWO THRUST - TERMINATION PORTS 

FORWARD  CLOSURE SEGMENT AFT  CLOSURE 

Fig. 4-21    120-inch motor grain design (11). 
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Fig. 4-22    Slotted tube rocket motor 
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SLIVER 

CASE 3 

Fi^;. 4-23(b) Thrt'e spherical internal configurations considered 
in analysis (14). 
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along the central channel. 

For convenience, designers sometimes use greatly different cross-sectional geo- 
metries on the same grain. Figure 4-21 shows an example of a star-shape' sec- 
tion followed by a circular section in a segmented motor. 

f)    Helical Grains - It is possible to design grains with axial (cross section) pro- 
files such as that shown in Fig. 4-22.    These profiles can be constructed by as- 
sembling circular plates with different sized central holes.    Another design con- 
sists in manufacturing a   grain with a helical groove along the central channel. 
The shape of such a grain resembles that of a mechanical nut.    This geometry 
causes the gaseous mass flowing in the central port to rotate. 

3.4  Spherical Grains 

Optimizing a thrustor for orbit injection of a satellite, for slowing down a space- 
craft, for changing orbits, or generally, for any mission requiring a large velocity 
increase in an environment where gravity forces are small and atmospheric drag 
is negligible   leads to thrustors with small slenderness ratio.    The motor shape 
is then nearly spherical, since *he cylindrical part of the grain is short.    Spheri- 
cal design also leads to small structural indices and is of interest for the appli- 
cation mentioned above.    We should emphasize that the optimization process must 
take into account the fact that attachment systems can sometimes be heavier for 
a spherical motor than for a cylindrical one.    The attachment problem, is, how- 
ever, less crucial in some applications, such as an apogee motor or a retro- 
rocket. 

Within the framework of the spherical motor concept, many types of new grain 
configurations have been proposed.    Just as in the case of cylindrical motors, de- 
sign criteria include requirements for constant burning surface area for high volu- 
metric loading and for low sliver losses.    In the version studied by NASA (14; for 
instance, the following conditions were imposed: 

loading density 95% 

neutrality +        10% 

sliver loss 7% 

Figures 4-23 a and b show several possible spherical grain configurations.    In one 
popular design, termed 'melon slices', the internal surface is generated by ro- 
tating a star-shaped section around an axis contained in the plane of the star. 
Manufacturing spherical grains presents some problems.    One 'an use a mandrel 
similar to the type employed in casting cylindrical grains, but consisting of a 
hemispherical can which produces only half a sphere, prolonged by a short star- 
shaped cylinder which extends the star branches up to the 'melon slices' and 
facilitates the removal of the mandrel after casting (Fig. 4-24).   Alternatively, 
one can use a "netal mandrel which has a melting point below the ignition tempera- 
ture of the solid prupellant and above the casting temperature of the propellant. 
This limited temperature range severely restricts the choice of mandrel material; 
Thibodaux (14' used a mandrel made of 'Cerrobend', an alloy of lead, tin, bismuth 
and cadmium, which melts at 158° F.    After the mandrel is melted, a thin layer 
of alloy remains on the propellant surface and can be dissolved by mercury. 
Grain bonding techniques can also be used in spherical grain construction, pro- 
vided that either two hemispheres of a 'netal motor case can be united or the case 
be made by filament winding around the oonded grain. 
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SLOW   BURNING  COMPOSITION FAST  BURNING   COMPOSITION 

Fig. 4-26    Configuration wiUi dual burning rate propellant. 



SLOW 
BURNING 
COMPOSITION 

BOUNDARY 

FAST  BURNING COMPOSITION 

Fig. 4-27    Burning area evolution for dual bu.. »xing rate propellant. 
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Exact compilation of the burning surface area is lengthy and use is almost always 
made of approximate methods, such as the one developed by Thibodaux (14) or 
Segal (15).     Wc shall not present these methods, which resemble those described 
in connection with cylindrical grains.     The dependence of burning area on burned 
web thickness for one such geometry is given in Fig. 4-25.     Neutrality is achieved 
only within f 10% in this example.     The losses due to pressure tail-off are alsr 
rather largo 

At the present time, there are mu ly space missions for which spherical motors 
of this type are used. 

3.5  Dual-Composition Solid Propellant 

We have seen that a number of inconveniences arise from the use of solid propell- 
ants with only one burning rate;   neutrality is difficult to achieve (spherical rocket 
motors), thrust decay losses are appreciable, the geometry is sometimes complex. 
Improvements in grain design can be obtained by using propellants with two differ- 
ent burning rates in the same grain.     The ratio k of these burning rates constitutes 
an additional parameter, which introduces more flexibility into the choice of a grain 
configuration that is best adapted to neutrality or to any other specified character- 
istic.    It is usually possible to design grains of dual composition that eliminate 
thrust tail-off. 

Let us consider a cylindrical grain with star-shaped port.    Symmetry implies 
that the entire grain can be reconstructed from a sector such as COB (Fig. 4-20). 
Let r be the burning rate of the slow-burning composition and kr that of the fast- 
burning composition (k > 1);   at time t the burning surface in sector COB is rep- 
resented by the contour GME, such that DE = rt and HL = krt, where DE and PIL 
are normals to the burning surface in each composition, as illustrated in Fig. 4-27. 
Two families of parallel surfaces are thus defined;   they intersect along the boun- 
dary DMA. 

The problems to be solved are (a) to find a boundary curve DMA that eliminates 
sliver losses and (b) to choose the various design parameters in order to obtain 
progressive, regressivt ■ \      M-ti '.1 burning. 

In order to obtain a grain without sliver losses, the trace of the burning surface in 
the slow-burning composition must always be on a circle centered ^lO and of rad- 
ius R f rt.     In the fast-burning composition, due to the initial THF profile, the 
trace of the burning surface at time t is composed of the circular arc ML centered 
at 0T and of radius a •+■ krt, plus the rectilinear   segment LG parallel to HF. 
From the shape of the initial star,  two types of grains can be distinguished, de- 
pending on whethe» die straight line OH intersects segment OA or the outer boun- 
dary.      In the first case there are always two combustion periods and transition, 
from the first to the second, ocurs when the burning surface coincides with the 
line E*M*G*,, where point G* is located at the intersection of OH and OA.     In the 
first period the burning perimeter is formed by two circular arcs, EM and ML, 
and the straight line LG;   in the second period 'he straight line has disappeared. 
The dimension Wj  is the web thickness of the slow-burning composition burned 
during the first period and w2 the slow-burning web thu kness in the second period, 
Fig. 4-27, 

In both cases the parameters at the designer's disposal are the length of segment 
OD     R, the length of segmentOjD - a,  the angle 0 between HF and OA (which need 
not have the valuen/n shown in     Fig.   4-2f>), the number n of star points ;Lid the 
ratio k of the burni.ig v-! cities. 
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The boundary DMA can easily be constructed geometrically by drawing two 
families of circles, one centered at O and of radius R -f rt, the other centered at 
O, and of radius a i krt.     The {X)ints of intersection M of these two families rep- 
resent the boundary curve.     In the optical analogy, OM ajidO,M are rays of two 
cylindrical light waves, one generated at O and propagating in the first medium 
with a velocity r and the other generated at Oj and propagating in the second med- 
ium with a velocity kr.    The slow-burning composition can be thought of as an 
isotropic medium of index k and the fast-burning composition an isorropic medium 
of index unity (Fig. 4-28) 

The equation of the boundary curve in polar coordinates (Fig. 4-29a) can be written 
as: 

- 

p  =   R 4 e 

cos x = VL±!^JLi^:J^te)i 
2(R - a) (R+ e) 

with e = rt. 

The mass flow of combustion products is then: 
» » 

™b = pt>r A, + PP 
kr Ab = PP 

r (\ + ^A,) = PP 
r-^t 

(Eq. 4-87) 

(Eq. 4-88) 

where Ab and A^ are the burning surface areas in the slow-burning and in the fast- 
burning compositions respectively.    The densities of the two compositions have 
been assumed to be e< ial (fy = pf, ), which is an excellent approximation in most 
applications since th< increase in burning velocity is obtained by adding small 
amounts of catalysts to the propellant. 

In the first combustion period the values of A^  and Ab   for a cylindrical grain of 
length L are given by the equation: * 

Ab   = (R+ el ) \x 2nL 

Abj =   { (a + kej ßx + [(R - a) tg£ - (a + ke^j cot   -}   2nL 

(Eq. 4 89) 
wnere: 

cos ß± - 
(R + er) sin \ 

a -f keL 

The quantities \x and ß1  are defined in Fig. 4-29b 

In the second combustion period: 

A, 

K2  --    (* + ke2 ) (ß2  - ö2) 2nL   , 

xb     =   (R+  c2) X2   2nL 

(Eq. 4-90) 

where: 

52  =   2   '   (H + y 
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Fig. 4-29a     Boundary curve - Eq. 4-87. 

0" f < N 

Fig. 4-29b     Definition of \x and ßx - Eq. 4-89. 

Of T A 

Fig. 4-29c     Definition of X2 ö2 ß2 and y - Eq. 4-90. 
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Fig.  4-30    Burning area vs. web thickness. 
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Fig. 4-31    Solid propellant charges (19). 

SLOW   BURNING 
/        COMPOSITION 

v Mi^räiki &!&£**»• sffaggfoa JMsS vwft. 

FAST  BURNING   COMPOSITION 

Fig, 4-32    Multiple propellant grain (20) 
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Fig. 4-33    Spherical rocket motor with dual composition solid propellant 
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Fig. 4-34    Geometry definition. 
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and: 

sin y   - 
R - a 

a + kc\, 
sin - 

The angles A2, i">2, 02 and y are defined in Fig. 4-29c. 

The burning time is given by: 

w 
r 

and the burned »,veb thicknesses are: 

wx  =  f(R-a)tg!  -R|* 

W9   =    W -  Wi 

(Eq. 4-91) 

(Eq. 4-92) 

With this configuration it is of interest to investigate conditions which achieve the 
best neutrality or the best loading fraction.    Theoretical 1v, there are not sliver 
losses because the burning surface reaches the motor casing at the same instant 
at each point. 

Let us first study the neutrality condition.    In dimensionless notation, for a given 
value of n the burning area depends on the parameters a* =a/H k and e*=e/ft.   The 
quantity \/RL is shown as a function of e* for several values of a* = a/R 
in Fig. 4-30 for the case n = 4, k = 1. 5.    It is seen that rather good neutrality is 
achieved.    Generally speaking, the degree of neutrality depends strongly upon the 
values of n and k and for optimal neutrality (in our case n = 4, k = 1. 48) the grain 
is neutral within + 1%.    For other values however, e. g. for n = 6 and k = 1. 21, 
neutrality will be achieved only to within + 1C%.    The loading fraction generally 
decreases when a* increases. 

Figure 4-31 shows a few dual composition grain geometries given by Schlüter (ln>. 
It is possible, for example, to design an ordinary neutral star, in which the com- 
bustion of the slow-burning composition begins only when neutrality, due to the 
star shape, disappears.    The grain can thereby be kept neutral over the entire 
burning time and sliver losses can be eliminated.    Dual composition or multi- 
comjyosition design concepts can be applied to noncylindricaJ grains as illustrated 
in Fig. 4-32.    The fast-ourning composition is located at the center, so that a 
rapid increase in port cross section takes place initially, thereby allowing the 
combustion gases to flow through the motor, Braun (20) has designed several grains 
of this type. 

Dual composition spherical motors can also be designed.     The added flexibility 
has been used to improve neutrality and to decrease sliver losses. 

Let us consider a grain with the cross section illustrated in Fig, 4-33.     The grain 
is generated by rotation around axis XX'.    The internal profile which generates 
the central toroidal cavity, is composed of an arc of circle and two straight lines 
which converge at the center.     The outer propel hint is a slow-burning composition 
of regression rate r and the inner propellant is a fast-burning composition of reg- 
ression rate kr.     To a burned web thickness e in the slow-burning composition 
corresponds a thickness ke in the fast-burning composition.     The common point 
M on the boundary curve is defined (Fig. 4-34) by the intersection of a circle of 
radius R *  e   centered at O, with a circle of radius a + ke centered atOj.     The 
boundary curve can be constructed by the same technique that was described for a 
cylindrical grain.     Two periods of combustion occur,     hi the first, the burning 
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surface is composed of the are AM centered at Oin the slow- burning com position, 
the arc MB centered at Ot in the fast-burning composition and the straight line BC. 
In the second period the straight line has disappeared. 

The effective burning .surface area y () is given by: 

V A, 
=   —l- + k — 

3 teq. 4-93) 

R 2        K2 H - 

where index 1 refers to the slow-burning composition and index 2 to the fast-burning 
composition. 

The relevant areas can be calculated easily because they are portions of a sphere, 
a torus or a cone.     It is to be noted, however, that bounds exist for certain para- 
meters.     F'or example, the value of k is limited by the requirement that the web 
thickness wl be smaller than w and the quantity w must satisfy a quadratic equa- 
tion,  which possesses a positive solution only for combinations of values of k and 
a/R which obey a particular inequality.     At the limit of this inequality, kj ^ ~c 
when a = 0. 35 R, kt - 2. 802 when a - 0. 3 R and kt = 1. 43 when a - 0. 2 R.     The 
complete computation for this configuration shows that for acceptable neutrality 
the values of a/R and k can not deviate very much from the conditions a     0. 35 R 
and k = 2.85.     The curve representing Ah/R2as a function of e/H is shown in 
Fig. 4-35, the departure from neutraJHy being of the order of + 3', .     The dual- 
composition, spherical-motor concept has led to the design shown in Fig. 4-36. 

3.6   Remarks on the Pressure-Time Curve Obtained During a Motor Firing 

The results given in the preceding paragraphs can be summarized as follows.    In 
studying the time evolution of the pressure and thrust one must consider equations for the 
regression of the propellant surface and equations for the dejK?ndence of the burning 
rate on the gas flow in the chamber.     Equations of the first type relate the burning 
surface area at time t + At   to the burning surface area at time t.     In the time in- 
terval At, the surface of the propellant at a given point M regresses normal to 
itself through a distance: 

Ae(M) = At . r(M) 

where r (M) is the burning rate at point M.     The total area of the burning surface 
at time t + At,  is then given by the formula: 

Ab (t * At) = Ab(t) - 2 Ae  /"        C_dA,,     + (Ae)2l.    C.dAb      , 

(Eq.  4-94) 

where Cn   and C   are the average and total curvatures of the surface.     In practice, 
Ab (t + At)    is calculated by approximate methods which assume that the surface 
is generated by a combination of straight lines and circles or ellipses;    the equa- 
tion of a straight line is of the form: 

y = m x + b + f (Ae)     , (Eq.  4-95) 

where m and b are constants and where the only variable is  f (Ae) which is a func- 
tion of the burned web thickness,  while the equation for a circle is: 

(x - p)2 +  (y - q) 2=  (R + Ae)2 , (Eq.  4-96) 

where Ae can be positive or negative. 
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Fig. 4-36    Spherical - motor design 
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Equations of the second type determine the aiming rate at the point M as a function 
of the static pressure at point M, the density at point M and the gas velocity at 
point M: 

r(M) = r [p(M), p(M), u(M)] (Eq. 4-97) 

The values of p, p  and u are determined by the mass, momentum and energy cc 
servation equations for a flow field contained in boundaries which move with time. 
The mas» conser-'ntion equation must take into account  the mass injection from 
the burning propellant into the central cavity      This complex problem will be 
s'udied in Chapter 7.     Since pressures need not be known to an accuracy better 
than 1%, motion of the boundaries can be neglected in calculating a quasisteady 
flow field in the central cavity and the flow conditions at point M can then be evalu- 
ated at any time i by a method analogous to thai described in Section 3. 2 but 
generalized, if necessary, by accounting for time variations of pressure through 
the use of the equation: 

Py~'= '\ (PP -p * *** ■ f -af  dY (E- 4"08) 

in place of equation 4-35.     It may also be necessary to use the equation for the 
time rate of increase of chamber volume: 

^ = /^ r dAb (Eq. 4-99) 

A stcp-by-step integration of the conservation equations determines the total and 
static pressures at each point on the surface of the grain.    The accuracy of these 
calculations can be tested experimentally by measuring the pressure p„ at the 
upstream end of the grain and the pressure ps   - pc at the downstream end 
(Fig. 4-8) 'l 

Under some environmental conditions, the grain temperature will not be uniform 
(25) and equation 4-97 must be replaced by the more general relationship: 

r = r (p(M), p(M), u(M), TA (M)] (Eq. 4-100) 

the use of which entails a calculation of the temperature distribution in the grain 
at the time of firing. 

At the present time, it seems to be possible to predict with a good accuracy the 
time evolution of the total pressures p0 and pc.     Comparisons between theory and 
experiment may be found in refs. (10),  (22) and (23). 

Methods for deter mining the time evolution of the chamber pressure can be coup- 
led with motor performance determinations in computer programs.    One can thus 
optimize the design of the motor for a given mission.     Representative input values 
are the average pressure and the burning time or else a curve giving the desired 
thrust program as a function of time (the integral of which equals the total im- 
pulse).    The motor diameter or, sometimes, the admissible motor length is also 
given.     Optimizing a motor within these requirements necessitates the knowledge 
of additional information concerning the physical and ballistic properties of the 
propellant, the ambient environment and Cie type of geometry.     The performances 
of various designs are computed in order to obtain optimal vames for the rocket 
velocity at the end of combustion, the loading fraction, the operating pressure, 
the ratio of the total impulse to motor weight, the structura1 index, etc. 
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The determination of the time evolution of the thrust or of the pressure, the com- 
putation of the motor performance and the establishment of a preliminary design 
rely upon the knowledge of a certain number of ballistic parameters.     The accu- 
racy to which these parameters are known should be given in each case.     Uncer- 
tainties in values of ballistic parameters sometimes justify making simplifying 
assumptions in theories.    Observed departures from the predicted results can be 
attributed to unavoidable variations in local and overall compositions, since 
slightly different performance is achieved with each batch of proprellant.     To in- 
dicate typical reproducibilitv, statistical deviations in various balHstic parameters 
are listed in the following table, which is based on data obtained in 100 motor 
firings. 

Variation of ballistic parameters (24) 

Parameter Maximum fluctuation     Standard deviation 
from average 

r>onsity +0.331% 0.111X10 - 2 

Mass flow 
coefficient Q,  = -&- +5.23% 1/7*10 

-2 

C- 
-2 

Burning rate constanta    +5.7% 1.12X10 

Throat are-. \t +0.188% 1.83X10 - i 

The poorest rcproducibility occurs in the bui '*ng velocity and in the mass flow co 
efficient.     Local variations in the burning rate are likeiy to exceed those indicated 
in the table (see Fig. 4-5). 

4    Optimization of the Motor Geometry in Particular Ca; JS 

We have seen in Chapter 1 that mote   optimization can be performed in a rational 
way, only if the mission is specified.     One way to characterize a mission is to 
specify that a given velocity increment Av be imparted to a payload of given mass 
mu .     Within the framework of a given mission, various optimization criteria can 
be considered, such as a maximu:.: ratio of payload mass to total launch mass 
u     nWm,,   (engineer'1   criterion) or a maximum ratio of the payload mass to the 
overall cost of the operation v = mu /C (economist's criterion).     The optimal sys- 
tems differ according to the criterion chosen. 

In such extremum calculations use mi":' t>o n   de of equations expressing the 
motion of the rocket (the ballistic equations),  the distribution of masses and the 
overall cost.     The computation is a step- y- ;tep procedure.     For a given tech- 
nology which determines the weight ol the structural parts and for a given pro- 
pcllant with known performance (although supporting studies can be made with 
different propellants.) one can obtain a ballistic equation of the form: 

F(V, v,  z,  m(t),   v(.,  g.  A, '.iair...)=0 (Eq. 4-101) 

which relates the velocity,  the acceleration,  the position and the mass of the rocket 
at time t, to the exhaust velocity of the gases,  the acceleration of the gravity, the 
reference area,  the dynamic pressure of tin1 air,  etc. . . 
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For flight in the absence oi atmospheric drag: at an angle o with respect to the 
horizontal direction («;,;   sin tf), the velocity increase of the rocket is: 

AV^ v.ln  ^ 
"». - <p g K 

or 
AV = ve [In R - (/ 

K> 
A      R- * 
au R 

(Eq. 4-102) 

(Eq   4-103) 

where the mass ratio is R = n^/ir^ , the velocity increase is AV, the exhaust 
velocity is ve, the average acceleration due to gravity is g, the gravitational ac- 
celeration at sea level is go and the initial acceleration oi the rocket is aQ.     We 
have     t: 

a   = -• 
^^ 

(Eq. 4-104) 

where rnp is the propellani mass.    Equation 4-104 is valid only for a constant 
rate of      propellant consumption mp/t5l. 

hi a similar way the initial mass of the rocket can be written ui der the following 
simplified form: 

mo  = n\t + nip + kv     mp   + kF at) mu 

or 
1 R -    l /    , ^V   v        1 

p Pp 
(Eq. 4 105) 

where the structural index kv ide lüfiec the past of the structural mass that,is pro- 
oortional to the propellant volume Lad the structural ,.idex k^,    identifies the part 
of that mass that is proportional to the thrust.    Optimization witJh respect to the 
parameter u = m^/m^  leads to the reb'  »n: 

k^ Ra' 
^° PP 

R- 1 

R 
= 0 (Eo. 4-106) 

Equation 4-106 constitutes an additional relation between ao and R, which can be 
used in conjunction with equation 4-103, where AV is   nown to calculate values 
of R and a^.     Equation 4-105 then yields the optimal value of u = m^/mf}, thereby 
determining my  sini n m^ is known.     This elementary computation yields : 

a,,^^,, tb = ^-    -^f- (Fq. 4-107) 
pt So d o 

F   -- 

It is possible to carry out more refined and more complete mission optimization 
calculations or to use other criteria, but our purpose has been to present a simple 
example that Illustrates how a first estirrate can be made. 

Mter the thrust F, burning time tb and total impulse F.tb, have been obtained 
from the mission optimization   analysis,   it   is    possible to fill in more details 
of a motor design.     For a given propellant, the grain geometry best adapted to 
the application can be selected on the basis of the known thrust-time history F(t), 
which dictates whether it is preferable to choose an end-burning or radial-burning 
grain and a single-composition or dual composition propellant.     If a radial 
burning grain is chosen, then one may next carry cut i        • minary study to define 
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the internal channel geometry which maximizes loading fraction e1 (while main 
tailing a suitable value for the area ratio J = At/A ) and minimizes the sliver 
losses which are characterized by the quality index ell {<El and cYl have been 
defined in Section 3. 3).     As a basis for continuing our discussion of the design 
procedure, let us assume that at 'his point the designer has decided that an 
internally burning cylindrical grain with a star shaped cross section appears 
to be best suited to the particular application.     The star geometry must then 
be defined.     The designer may first choose the number of star points arbit- 
rarily and then compute the various parameters represented on Fig.  4-16. 
The parameter ax of the angle a^ir/n   is related to the sliver-loss parameter 
cu .     The radius of curvature H2 = f   is determined by the practical   neces- 
sity of removing the mandiel and by the mechanical stresses i^posed upon 
the grain during the ignition phase.     Too small a value for the radius Rl must 
be avoided to prevent cracks.     The angle a is determined by the neutrality 
condition,  the thickness w by ihe burning time and burning rate and the para- 
meter l is determined by the ratio J = At/A  .     A quadratic equation for f is 
obtained since,  with neutral grains and for o1 = 1: 

C it r        it       .   it i sin (ir/n) I 
An (0) =  -=£- = 2n   \—K~ sin - [ cos — sin - cotg a 1+ U 

P J j 2 n l        n n      &     ' sin 

(Eq. 4-108) 

The internal port geometry is thereby determined.    The parameters remaining 
to be studied in the optimization problem ar° the number of star points,  the cham- 
ber pressure pc and the burning rate r.     In any design it is necessary to study 
the influence of parameters such as 'a' and 'n' in the burning rate law r = ap". 
Although it is not possible to modify the exponent n very much, we have seen that, 
for a given propellaiit, one can significant^ change the value of a.     For a given 
application, it must be decided whether fast-burning or slow-burning grains are 
to be preferred. 

The optimum number oi star points is generally found to be about 6 or 7.    On' can 
draw curves of chamber pressure versus giain diameter for different numbers of 
star points.     The grain diameter decreases as the pressure increases and the 
curves move toward lower pressures, when the number of star points is increased. 
For a given pressure range and a given diameter lange, these curves determine 
the number of points. 

The two remaining important parameters are now p, and a. 

The characteristic velocity is not very sensitive to pc and obeys an equation of the 
form: 

c*   =    Ktp/i , (Eq. 4-109) 

with ßl -  0.001.     The thrust coefficient CF depends chiefly upon the expansion 
ratio     p./p,> where pe is the pressure at the exit oi the nozzle.     Fox a given 
mission,  pr   is related   to CK by an equation of the approximate form: 

Q,    = Kx   (j^J   '  ?   , (Eq. 4-110) 

with ß2~ 0.1 and K.»-  1.     The throat area is determined, for each pressure, by 
the thrust equation. 



243 

The evaluation of the time evolution of the motor mass and the complete definition 
of the grain geometry are sometimes accomplished by assuming that the web thick- 
ness w is proportional to the grain diameter D: 

w=   CD 

For a star shaped configuration • 

-*rr- —v , (Eq.  4-111) 

which vields: 

2| w+f  4 lP±,  f, n\] 

C ^ 0. 25 

since w + f  - e.     The parameter C depends on the combustion constant r      With 
a high burning rate and small burning durations, C can drop to 0.1 and for small 
burning rates and long burning duration, C rises to 0. 3. 

The calculation of the masses of each element is conveniently performed as a func- 
tion of the slenderness ratio A = L/D of the grain.    The propel laut mass mp is 
given by: 

m, 

Po^ 

1(A+Cl)  -     _ C/UC2) 
D 

(Eq. 4-112) 

where C\ and C2 are constants defined by the geometry of the ends of the grains. 
The port cross-sectional area is given by: 

p i 
T 

V 

T 
c* a pr« 

~^~K 
(Eq. 4-113) 

D D 

which yields the nondimensional result: 

m | (A Ci ) JC  pc (Eq. 4-114) 

PpD-"*        JCpc + 0p c*aP: (A+Cg) 

The ma;    of the combustion chamber is: 

m. 

P.D 
h-  C A+C4- C, (llEi )(x        CPcJ \ 

'   VA   +C2/\^       CpcJ+ppaPl
n  c*(A + C2)/ 

'T-q. 4-115) 

where ua is the maximum allowable stress, pm is the density of the structural 
material and C3, C4 and C5 are constants. The reduced inhibitor mass is mi 
The nozzle mass m^ is proportional to the total impulse F. tb : fhV3 

"n    n    C7  F.I»,, (Eq. 4-116) 

where the constant C7 depends upon the burning duration, the pressure pc and the 
nozzle area ratio ee    =   A^/A^. 
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From the preceding formulas one can calculate the ratio of the combustion chamber 
mass mf to the propellant mass mp and the structural index £= mv/mp (the ratio 
of tli:» mass of fhe empty motor to the propellant mass) for various slenderness 
ratios A , various pressures pc and burning rates.     Representative resulting 
curves of mf /m   are shown in    Fig. 4-37, where the symbols Mt and M2 identify 
two different me.,'   case  designs  and    the symbols P1 and P2  identify two 
different filament-wound cases.     In this particular example, the propellant 
with the slow-burning rate requires a lighter chamber, especially at large values 
of the slenderness ratio.     Figure 4-38 shows the variation of £ with pressure for 
a filament-wound case.    An optimum chamber pressure (pc ~50 atm ) exists for 
the propellant with the high burning rate, 

These various results can be introduced into the ballistic equation and the equation 
for u = mu/mD, in order to check whether the design departs from the optimized 
solution.    By successive modifications, the geometry of the optimal motor can thus 
be obtained. 

5   Solid Sublimation Motors (27) (28) (29) 

For certain space applications, it is necessary to generate very small thrusts 
(between 108 ^d j iD) which are difficult to obtain with classical solid propellants. 

These low thrust motors are needed m the following applications: 

Change of orbit F 

Reorientation F 

Spin motor F  :   10" 3 to   1 lb 

10"2to 10 lb 

10~3to   1 lb 

Compensation of external 
perturbations (aerodynamic, 
magnetic, gravity, solar 
perturbations) F   :   10     to 10     lb 

Compensation of propellant 
venting effects F 10~4to 10" * lb 

Subliming solid systems are well adapted for most of these missions (see Fig. 4-39) 
Thesp motors consist of a propellant container, a heating device to sublime the 
solid propelbnt, a valve to control the gas flow and a nozzle through which the gas 
is expanded.     The propellants used are simple subliming materials and do not re- 
lease heat when they are gasified.    However, just as for solid propellants, it is 
necessary to obtain I   ;h specific impulses from sublimation motors.    Since the 
cr     ber temperature is approximately the same for all propellants, the choice of 
the subliming substance should depend primarily or. its molecular weight.    Table 
4-2 gives properties of various propellant substances chosen by Hardt (27).    Sub- 
stances generating gases with molecular weights between 25 and 30 g/mole are of 
interest for this type of propulsion.     The operation of such a motor is simple. 
The mass flow rate of propellant ms is given by Knudsen's relation: 

m„   =   a Ar (Pw (T)-pJ (Eq. 4-117) 

where a is the evaporation coefficient, As is the propeilant surface area   m  is the 
molecular weight of the gas, \\ is the equilibrium vapor pressure at the surface 
temperature T and pc is the chamber pressure.    Since the mass flow rate through 
the nozzle is: 
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Fi^. 4-37    Case weight fraction versus  A 

P* 
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Fig. 4-38    Structural index vs. chamber pressure. 
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Fig. 4-39    Reaction control systems (39) 
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Fig. 4-40    Schematic of subliming solid engine (27) 
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m, .    PcAt (Eq. 4-118) 

the operating pressure is given by the equation: 

Pc =  
Pv (T) (Eq. 4-119) 

kt 1_    /~2if   RT _ 

A«,    at c* \J       g m 

Usual values of As/At are much larger than unity.     For sufficiently large values 
of a the second lerm of the denominator is small compared with unity.     The cham- 
ber pressure then depends only upon the temperature and is insensitive to As. 
On the other hand,  if a is small, the chamber pressure will be proportional to the 
area As. 

Table 4-2 gives values of the evaporation coefficient <y and of the specific heat 
ratio y for various sublimation propellants.     The evaporation coefficient is a func- 
tion of temperature and experimental data on temperature dependence of a are 
quite scarce. 

The energy required for sustained sublimation is obtained electrically.     A repre- 
sentative heater consists of a thin titanium film on an aluminum oxide substratum 
The energy required is of the order of 0. 015 watt per micro-pound of thrust.     A 
schematic diagram of a motor of this type is given on Fig. 4-40.    The principal 
elements shown are the heater, the propellant, the mass flow regulation valve and 
the nozzle.     The exhaust velocity is given by: 

v,   = =   CF (Eq. 4-120) 

The value of the thrust coefficient Cp depends upon the nature of the flow in the 
nozzle.    The throat diameters for these small thrusts are of the order of a few 
tenths of a millimeter.    The flow regime depends upon the Knudsen number 
Kn    \/Dt,   where A.   is the molecular mean free path andDt is the nozssle throat 
diameter.     In the present application: 

1,1 D  T *' * 
Kn =   B -^—-   - C ~  (Eq. 4-121) 

PcDt F 

where the temperature T, the throat diameter Dt and the thrust F appear.     For 
example, with a throat diameter of 0. 25 mm, conditions correspond to continuum 
flow for a thrust greater than or equal to 10" 4 lb and slip flow for a thrust of 10" 5 

lb.     For F = 10"" lb conditions correspond to the transition zone between slip 
flow and free molecular flow.     When evaluating the thrust coefficient and the 
specific impulse, the nature of the flow must be taken into account. 

6    Conclusions 

The steady state regime of motor operation can at present be predicted with good 
accuracy by the theory presented in this chapter      Improvements can be brought 
about by studying more closely the heterogeneous and generally stratified flow in 
the central channel and nozzle, L-it. considering the scatter obtaired in the experi- 
mental values of the burning rates,  it seems to us that refinement of these theories 
is at the present time somewhat academic.     The study of motor operation allows 
preliminary designs to be made and the optimal rocket for a given application to be 
defined. 
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Compound Composition Mean Mol.   Vapor        Evaporation        y 
Wt. of pas   Pressure Coefficient 
g/mole        25° C a 

mm Hg 

Ammonium 
Hi sulfide 

NH4HS 25.5 380 

Monomethylamme 
Bisulfide 

CH3NH3HS 32.5 86 

Ammoni'  n 
Carbamide 

NH4C02NH2 26.0 03 2.Ox 10"5 
1.31 

Ammonium 
Bicarbonate 

NH JHCOJ 26.3 50 l.Ox 10"6 

Ammonium 
Carbonate 

(NH4)2CO:j,H20 25.8 40 6.2x 10"6 

Monomethylamine 
Carbamate 

CH3NH3C02NHCH3 35.3 IT) 2. Ox 10" 5 

Paraformaldehyde HO(CH20)nH 29.3 1.5 4.8X 10~7 

Ammonium Azide NH4H3 30.0 0.65 

Ammonium 
Acetate 

NHiCH3COOH 38.5 0 47 2.25X 10":' 

Ammonium 
Formate 

NH^COOH 31.0 0.03 2.7 X10"* 

Ammonium 
Chloride 

NH4CI 26.8 10'4 1.0 xio 2 1.36 

Table 4-2    Physical Properties of Dissociating Solids (27) 
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Nomenclature 

a constant in burning rate formu'a 

a' constant in burning rate formula 

B frequency factor 

b constant in burning rate formula 

b' constant in burning rate formula 

c constant in burning rate formula 

c specific heat at constant pressure 

d sphere diameter of AP particle 

E activation energy 

m propellant mass flow rate per unit area 

n constant in burning rate formula 

p pressure 

i linear regression rat*1 

R° universal gas constant 

Re Reynolds number 

rp pyrolysis rate 

T temperature 

t time 

To initial grain temperature 

Ts surface temperature 

v flame speed (in gas phase) 

x distance normal to propellant surface 

Ah amount of energy liberated per unit mass by the chemical reac- 
tion 

Af energy required to bring the solid into a gaseous state 

X thermal conductivity 

li gas mean viscosity 

p0 oxidizer density 

p propellant density 

\ 
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r equivalence ratio 
4> 

Subscripts 
particle size 

B gas 

111 motor 

s solid;   also strand burner 
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Experimental   Aspects of   St^ady-Stat* 
Combu st ion   Phenomena 

1.   Introduction 

The preceding chapters were concerned with practical aspects of solid propellant 
rocket propulsion.     We now begin to discuss topics that are farther removed from 
applications and are related more intimately to details of the combustion processes, 
that occur inside the motor.    The material in Chapters 5-10 probes various aspects 
of motor combustion as deeply as the current state of scientific research in the field 
will permit.    Although these basic studies uncover more problems than they solve, 
neveitheless they are of practical value in providing the rocket designer with new 
ideas and new ways of thinking. 

As in most of the areas of research that will be considered in this book, the experi- 
mental studies that have been performed on steady solid propellant combustion are 
too numerous for us to present an exhaustive list.    Therefore, we restrict our 
attention here to some recent work related to the analysis of steady-state solid pro- 
pellant combustion mechanisms and we refer the reader to reviews, such as that of 
Schultz, Green and Penner (1), for more thorough discussions of earlier studies. 

The propellant classifications defined earlier are of paramount importance in distin- 
guishing types of experimental studies of steady-state propellant combustion. There- 
fore, we restate the definitions here.    A heterogeneous propellant is one in which 
the mean dimension of its elements exceeds typical dimensions of macromolecules 
and colloids.    Under this definition fall all composite propellants (possibly metali- 
zed), the plastic bindeis of which may or may not include oxidizing elements such 
as oxygen and fluorine.     Metalized double-base propellants also fall in this category 
but conventional double-base propellants do not.    Conventional double-base propell- 
ants are homogeneous.    A homogeneous propellant is one in which the mean dimen- 
sion of its elements- is less than typical dimensions of macromolecules and colloids. 

A microphotographic examination of a heterogeneous propellant (Fig. 5-1) reveals 
its degree of heterogeneity. For heterogeneous propellants, the thickness of the 
combustion zone is usually comparable with or smaller than typical heterogeneity 
dimensions. 

The experimental methods contributing to an analysis of the combustion mechanisms 
oi »..^rrogeneous and heterogeneous propellants may be divided into the three categ- 
ories identified below   : 

(a) Experiments in the first category are designed to determine physico-chemi- 
cal characteristics of each oi the propellant constituents.    Measurement of the 
linear pyrolysis rate is an example of such a determination;   another example is 
the measurement of the decomposition velocity of appropriately prepared oxidizing 
constituents    Dat.  obtained in these experiments can be used in combustion models 
(such as the two-temperature model defined utter). 
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ib) Methods falling within the second category consist of inventing and construc- 
ting combustion models that resemble reality as closely as possible bat are easier 
to analyze.     One such method is the study of the combustion of oxidizer spheres in 
gaseous streams.     Another is the preparation of hybrid propellants in which one 
constituent is a solid and the other a gas.     Studies of gas-phase combustion between 
materials composing solid propellants nave enabled investigators to ascertain , 
.vhelhei the gas-phase process is important.    Study of the combustion of metal par 
tides in gaseous oxidizing streams has facilitated analysis of metal combustion 
phenomena and has yielded characteristic metal combustion times, thereby contri- 
buting to our understanding of the combustion of metallized propellants.     These 
simplified experimental models throw light on the fundamental combustion processes 
and emphasize the effect of the flame configuration on the regression rate of the 
solid.     The interaction between the flame and the surface is an important part of 
the mechanism of heterogeneous propellant combustion. 

(c)        Tb»    ' Ird category of experimental methods contains the studies of com- 
bustion of real solid propellants.     The procedures are based on direct or indirect 
observation and measurements.     The direct methods consist of examining the com- 
bustion zone and the regressing surface by microcinematographic techniques, in 
order to observe in dttail the evolution of the flame geometry and of the apparent 
contour of the solid.     Subsidiary nonphotographic measurements are also involved 
here.     The Indirect methods, on the other hand, use as a basis of comparison a 
measurable parameter linked to the combustion phenomena, such as the propellant 
regression rate.     The dependence of this parameter on others enables one to draw 
certain conclusions concerning the combustion mechanism. 

In this Chapter, experimental studies of heterogeneous propellant combustion will 
be described under the three headings (a),  (b) and (c) given above;   the main results 
will be presented as well as difficulties of interpretation.     However, before con- 
sidering heterogeneous propellants, we shall briefly discuss experiments with 
homogeneous propellants.     Although results from a number of methods (e.g. 
differential thermal analysis) falling in category (a) are available for homogeneous 
propellant constituents, these results are not very directly applicable to homogen- 
eous propellant combustion, because the intimate mixing that leads to homogeneity 
generally modifies the kinetic mechanisms of the constituents.    Methods falling in 
category (b) are difficult to devise for homogeneous propellants.    Therefore the 
homogeneous propellan   techniques that we shall consider here all belong to the 
third category (c).    Our emphasis on experiments wich heterogeneous rather than 
homogeneous propellants IE partially justified by the current widespread use of 
heterogeneous propellants. 

2.   Combustion of Doubl --Base, Homogeneous Propellants 

The composition« of double-base propellants have been described in Chapter 3, 
where it is pointed out that most of them use nitroglycerin and nitrocellulose. 

The flame structure of double-base propellants is relatively simple compared with 
thaf of composite propellants.     Three zones are distinguishable (Fig. 5-2): afizz or 
foam reaction zone lies close to the surface and contains suspended particles.    A 
dark zone in the gas, where chemical reactions occur slowly, is adjacent to the 
fizz zone.     The chemical reactions go to completion in a luminous flame or ex- 
plosion zone adjacert to the dark zone.     Before studying the structures of these 
zones in which different combustion steps occur, we shall review a few experimen- 
tal techniques used in studying double-base propellants.     Some of these techniques 
are generally applicable to all solid propellants. 
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Fig.  5-1    Microphotograph of the surface of a composite propellant 
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Fig. 5-2    Zone structure of a cordite flame 
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Fig.  5-3    BR.  14 bomb 
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Fig. 5-4    Schematic of measurement apparatus for r,   c* and T 
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Fig.  5-5a    Variation of burning rate with pressure (2) 

10 

5 - 

LENGTH OF 
DARK ZONE 

MM 1 

05 

owl 

o\ 

10 

3 — 

THICKNESS 
OF 

EXPLOSION 1 
ZONE MM 

03 
02 

01 
0       200       500     1000  2000 

PRESSURE PSI 
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2. 1.    Experimental Techniques for Studying Homogeneous Solid Propellants 

The burning velocity is the basic quantity which must be measured as a function of 
pressure for all propellants. 

The combustion of a sample rake   place in a bomb which is kept at a constant pres- 
sure during the experiment by means of pressure regulators.     Such a bomb is shown 
in Fig. 5-3,     This bomb can be disassembled rapidly since it is mounted with inter- 
rupted threads; quarter turn locks the lid.   The design eliminates the task of tighten- 
ing many bolts.    Two visual observation lines allow one to perform several simul- 
taneous experiments.    The sample can also be moved upward at a predetermined 
rate so that the burning zone can be kept at a fixed location in order to facilitate 
optical analysis.    The lids are interchangeable for purposes of varying the internal 
volume of the bomb, or including a smoke exhaust or a pressure regulating device. 
Two viewing windows are equipped with a quick-attachment device, and several 
electric jacks are provided for electric leads.   The bomb can be pressurized 
rapidly. 

The burning velocity of a propellant sample is generally determined by measuring 
the lapse of time between the flame-rupture of two or several wires, positioned at 
known spacings. 

Optical methods are also used;   they are more complex to apply but allow one to 
observe the state of the combustion process at each moment.     Burning velocities 
are determined from mot;on pictures taker during the combustion.    Many measure- 
ments are thus available and anomalous phenomena occurring during the combustion 
are easily detecte«. 

Another useful techn. Aue is to focus the image of the sample on a slit and to record 
this image with a drum camera.    By recording the flame-front luminosity, the film 
produces a diagram representing the burnt propellant thickness versus time.    The 
tangent to ihe curve yields the burning velocity of the propellant.    This method is 
depicted schematically in Fig. 5-4. 

Figure 5-5a shows the burning velocity of a homogeneous solid propellant (SU/K cor- 
dite)   (2). 

Tue burning law is of the form   : 

r =apn 

where n is approximately 0* 56. 

This slit technique has also been described in Chapter 3, in the discussion of the 
characteristic velocity. 

The burning rate measurement can be completed by an optical studv of the combust- 
ion temperature.   Figure 5-4 depicts schematically the experimental set-up, which 
is described more extensively in Ref. (3).     It uses the line reversal technique 
usually   of sodium, this substance being included in small quantities in the propel' 
ant.    This technique involves comparison of the energy radiated by the flame with 
the energy emitted by a luminous source seen through the flame plus that emitted by 
the flame.    The comparison of these two energies with that of the luminous filament 
determine the point of line reversal and the flame temperature.     The results ob- 
tained with double base propellants are accurate and agree well with the theoretical 
values. 

A spectroscopic study of the combustion zone can complement the preceding results. 
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Photographic, cinephotographic and cinemierographic techniques allow one to ob- 
serve and study in detail the structure of tne combustion zone and in particular to 
evaluate the relative thicknesses of the flame zone and of the dark zone. 

A burning surface can also be examined by the optical techniques, at least at low 
pressures. 

Aside from optical techniques, temperature measurements in the solid and in the 
dark zone have been carried out with very thin thermocouples (7.5^).    The sample 
is cut in half pieces and the thermocouples are glued to one cut face, in the shape 
of the letter V with the point toward the burning surface (4). 

During combustion the evolution of tc iperature can be studied as the flame front 
moves.    A typical temperature profile is given in Fig. 5-6. 

To investigate the significance of the profile, let T0 be the initial grain temperature. 
The temperature in a medium with heat production by chemical reaction is then 
given by : 

d 
dx 

In (T - 1 
A(T~T ) / W„    Ah dx 

wnere Wx is the maso production rate of the species contributing to the chemical 
reaction, Ah   is the amount of energy liberated per unit mass by the chemical 
reaction and m is the mass flow rate.  When there is no chemical reaction (Wx ^   0) 
the temperature profile is a straight line in a semi-logarithmic plot (Fig. 5-6).   The 
slope of this line yields mCp/Aj, and hence As, the thermal conductivity in the solid. 
From Fig. 5-6, Aa is approximately 7.8 x 10"^ cal/cm sec °C, and the surface 
temperature lies in the vicinity of 330°C. 

The difference of temperature gradients at the surface determines the amount of 
energy A i  required to gasify the solid, possibly under the influence of contribution 
from surface reactions: 

m n A/=  [X 
dT dT 

dx 

2.2.   Experimental Results 

Photographs of the combustion zone of homogeneous solid propellants show in the 
surface small black spheres corresponding to a charring of the surface, and light 
points which appear then disappear.    The diameter of these points or these spheres 
is of the order of 10 ^x.    The light points correspond to a local intense combustion; 
streaks extend from them into the dark zone. 

Ii is generally supposed that a brea.k-up ofO - NO   bonds occurs first in the nitro- 
cellulose and nitroglycerine molecules.  The thickness of the foam zone in which 
this process occurs is of the order of 10 ß, and the surface temperature is about 
600nK. 
In the dark zone the decomposition products of the propellant, such as nitrogen di- 
oxide and organic fragments, react and give NO, N2, CO, H2,  ....   These reactions 
are not luminous.    The temperature in this zone varies between 6C0U and 1600°K. 
The zone thickness is very sensitive to pressure as shown in Fig. 5-5b.    It varies 
according to a relationship of 'he form : 

€n  Pm =   const. 

■A,*- 
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The exponent m is of the order of 1-6 for cordite and it depends strongly upon the 
nature of the propellant. 

This zone corresponds also to an induction period for reacting species before 
they reach the luminous combustion zone and its exothermic reactions. 

The thickness of the luminous zone wh«?r e the main combustion occurs, decreases 
when the pressure incre ses as indicated on Fig. 5- 5c. A law similar to that for 
the dark zone is obtained but the exponent m is smaller. 

The measurement of the final combustion temperatures has produced values close 
to the theoretical ones obtained by taking into account the losses by radiation.   Using 
a black body hypothesis Heath (2) found the following values : 

Pressure 

Burning rate 

iii 

Heat loss by radiation from upper surface 

Heat loss from periphery 

Total 

Theoretical temperature 

Theoretical temperature corrected for losses 

Measured temperature 

These results indicate that the losses by radiation are smaller than the theory 
predicts.    Flame temperature measurements can be used as a guide in discussing 
energetics of a homogeneous propellant. 

Burning velocities for this type of propellant are given by laws of the form   : 

r  =  a  + b pn 

where the exponent n varies between 0. 5 and 1.    A few typical burning velocity laws 
are given below  : 

S P Propellant 

atm 51 

cm.sec'1 0.76 

g.sec"1cm-2 1.22 

cal.sec1 13.2 

cal.sec"1 5.4 

cal.sec-1 18.6 

°K 2440 

"K 2327 

°K 2360 

&  min< P <  150 atm 

T°C r cm.sec"1 

-20 0.0683     pO-71 

20 0.0832     p°-71 

60 1.011       p0-71 

150 atm < p < 300 atm 20 0.32   +  0.0049 
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SPN Propel lant 

p*  .   <p< 150 atm 'min    r 

T°C r cm.sec-1 

-20 

20 

60 

0.0762     p0-69 

0.0879     pO-69 

0.1016     pM9 

150 atm < p   <    300 atm 20 0.51   + 0.0043  p 
        - -     , i 

17 H Propellant 

p*< min 
p < 150 atm 

T°C r cm.sec"1 

-20 0.0233     p0-72 

20 0.0270    p0-72 

60 0.0315     p0-72 

Here the symbol P#
min denotes the low-pressure limit of flammability. 

The value of the exponent n, which is close to 0. 7, suggests the importance of 
chemical phenomena in the combustion of this type of propellant. 

3.   Determination of the Physico-Chemical Characteristics of the Components of 
Heterogeneous Propellants 

Since the high-temperature combustion zone causes the various components of the 
propellant to gasify, it is of interest to investigate the regression rate Jaws of 
propellant constituents when they are subjected to heat fluxes that are comparable 
with the flux from the combustion zone.    Techniques for achieving heat fluxes of 
this magnitude include the use of heated plates and of other devices for producing 
pyrolysis of the constituent and (for constituents that are capable of decomposing ex- 
othermically) studies of deflagration of the isolated constituent.    la the present sec- 
tion we discuss pyrolysis and deflagration results obtained on separate propellant 
constituents. 

3.1.   Linear Pyrolysis Rates 

Before discussing the importance of linear pyrolysis measurements, we shall des- 
cribe the most recent devices used to determine pyrolysis rates. 

3.1.1.   Measurement Devices   -  Schultz and Dekker developed the first linear pyro- 
lysis apparatus leading to useable results (see discussion and literature cited in Ref. 
(1)).  The solid whose pyrolysis rate we wish to determine, is placed against an 
electrically heated plate which is kept at a constant temperature.    The measured 
velocity at which the solid regresses is assumed to represent the pyrolysis rate at 
the temperature of the heated plate;   a thermocouple embedded in the thin nichrome 
plate measures this temperature.    The force applied to the sample is adjustable 
and depends upon the nature of the solid and upon the pyrolysis rate;   with most pro- 
pellant constituents, there is a range of applied force over which the regression rate 
remains constant. 

This device has two disadvantages  :   (a) The solid surface temperature differs 
from the plate temperature because of the gas layer separating the solid from the 

«3 
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plate,     (b) The gas flows parallel to the surface and thereby may change the value 
of the pyrolysis rate.    To overcome t">ese disadvantages, Nachbar and Williams (5) 
suggested replacing the solid heating plate by a porous plate.    With this modified 
device, the decomposition gases pass through the porous wall thus providing nearly 
a one-dimensional flow pattern above the sample.    An experimental technique based 
on this principle has been developed at ONERA.    Three types of electrically heated 
plates have been used by Guinet at ONERA (Fig. 5-7)  : 

(a) A solid plate similar to thai of Schultz. 

(b) A porous plate larger than the sample, with a gas stream surrounding 
the sample. 

( ) A porous plate of the same size as the sample. 

In the poroub-plate experiments of Guinet, the temperature is measured on the axis 
of thr sample on the downstream side of the plate (temperature T2 ).    A calibration 
procedure provides the means of calculating the upstream temperature (TL) of the 
surface of contact between the plate and fhe sample fron the downstream tempera- 
ture (T2).    The relationship between T^ and Tx is measured as a function of the 
mass-flow rate (produced by suction) i nd of the nature of the gas, in the absence of 
a solid sam;:!e.    The difference between T2 and Tl increases with increasing mass 
fiow rate.    The calibration obtained in this manner is used for interpreting results 
of measurements with solid samples. 

In testing propellant constituents, the temperature T2 and the velocity of the sample 
relative to the plate are recorded as functions of time.    From these results it is 
possible to determine the pyrolysis rate as a function of the temperature Tit which 
is considered to be ihe temperature at the surface of the solid. 

A photograph of the apparatus is given in Fig. 5-7b. 

Later ONERA experiments by Lieberherr elim r;ated the temperature calibration 
procedure by employing a thermocouple imbedded in the surface of the porous plate. 

Coates (8) also made measurements with a porous plate limited in size to the dim- 
ensions of tht sample.    Coates heated the plate by radiation from an arc instead of 
electrically.    Figure 5-11 shows details of how the sample and the porous plate are 
supported.    The arc-source used by Coates delivered 30 cal cm"2 sec"1 on an area 
of approximately 5 cm2 and the plate temperature was varied by moving the plate, 
with respect to the focal point of the reflector that concentrated the arc output. 

An application of these techniques to the pyrolysis of ammonium perchlorate (AP) 
has shown important differences between solid plate and porous plate experiments. 

For a given pyrolysis rate, the temperature at the surface of the sample decreases 
with increasing pressure when a solid plate is used but does not vary when a porous 
plate is used (Fig. 5-8).    This experimental result implies that for the solid plate, 
the thickness of the gaseous layer varies with pressure, thereby producing a modifi- 
cation of the regression velocity.     Andersen indicates (6) that to overcome this 
difficulty, it is necessary to change the applied force as the pyrolysis velocity var- 
ies.    At high velocities, large forces are necessary for obtaining a pyrolysis rate 
that is independent of the force, and it seems that the gas flow parallel to the sur- 
face of the sample has an appreciable velocity which may affect the pyrolysis rate. 
This phenomenon lias been analyzed theoretically for a restricted range of paramet- 
ers in a paper by Cantrell (7). 

Experiments with the porous plate exhibit somewhat less scatter in the results. 
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Fig.  5-7b    Inside view of linear pyrolysis ;ippar2 itus 



272 

500- 

450 

(Tp) = Ts 

<°C) 

0)0 
5 1 

350- 

SOLID PLATE 

p(atm) 

10 20 

Fig. 5-8    Temperature versus pressure for a given pyrolysis 
rate 



273 

r0 /^s 

1000 

100 

10 

^ 20 k col/molt 

P     ANDERSEN 6  CHAIKEN 

°    COATFS 

A     6UINET, LARGE POROUS PLATE 

*     GUINET, POROUS PLATE OF SAME 

DIMENSION AS TEST SAMPLE 

+     LEI8ERHERR 

IGNITION   LIMIT 

30 Kcol/mclt 

0 1 J 1 I I L X-.-. ~L 
I03/T 

II 1,2 1.3 1.4 1.5 !/* 1.7 
(T*K) 

Fig. 5-9    Pyrolysis rate versus 1/T 



274 

Fig.  5-10    Crack in A P   sample after measurement of 
pyrolysis rate with a solid plate 
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Data obtained by Anderson with the solid plate and those obtained with porous plates 
are shown in Fig. 5-9, from which it can be seen that the porous plate produces the 
least scatter when the technique of temperature calibration is used.    The porous 
plate limited in dimensions to those of the sample, is preferable to the large porous 
plate with a gas flow along the sample.     In the determination of AP  pyrolysis 
rates with the solid plate, instabilities have been observed at temperatures between 
750°K and 800°K.    These instabilities disappear when the porous plate technique of 
Guinet is used (see Section 3. 1.2).    When a solid plate is used, one also observes 
cracks in the A. P. sample which may modify the pyrolysis velocity to some extent 
(Fig. 5-10). 

These few remarks indicate that there are advantages in using porous plate devices 
and also in developing accurate methods for determining the surface temperature. 

A second technique has been developed by McAlevy and Hansel (9), who studied the 
pyrolysis velocity of a material in contact with hot gases;   the apparatus is sketched 
in Fig. 5-12.    Either solid or porous samples may be used;   with porous samples it 
is possible to inject an inert gas or a gas contributing to the surface reaction.   The 
surface temperature is determined by an optical method.    This device has been 
used for the study of the ■ /rolysis of plastic roaterials such as polystyrene;   the 
results are shown in Fig. 5-13.    With a cor »act polystyrene material, McAlevy ob- 
tained curve No. 1 which is fairly close to Chaiken's curve No. 3 on polystyrene ob- 
tained by using a heated solid plate.    The agreement is best for high temperatures. 
These results do however, differ considerably from those published by Chaiken in 
Ref. (10) (curve No. 4 of Fig. 5-13).    McAlevy notes that his polystyrene was of a 
different age than Chaiken's and was obtained from a different supplier;   he suggests 
that it would be useful lo have a standard specimen available to each investigator. 

Using porous polystyrene and injecting a neutral gas such as nitrogen displaces 
curve No. 1 to the right (curve No. 2).    Although the curve profile is about the same, 
it is possible to obtain the same pyrolysis velocity for much lower temperatures. 
This difference may originate in the surface geometry, the heat transfer for a solid 
plate being different from that for a surface formed by the juxtaposition of small 
diameter spheres. 

3.1.2.   Results   -  The linear pyrolysis rate has been determined lor many solid 
propellant constituents. 

3.1.2.1. Fuels   :   The pyrolysis of fuels which do not lead to the formation of a 
carbon layer may be studied by this technique.     Experimental results on such mat- 
erials have been reported in Refs.  (1),  (11),  (12) and (13).     Two points of particular 
interest should be noted  : 

(a) In general, adding inert materials to the plastic fuel doeo not greatly affect 
the pyrolysis rate;   at a t

Tiven sunace temperature, inerts decrease the pyrolysis 
ra^e slightly.    As an example/ ehe pyrolysis rate of stratyl containing an increasing 
percentage of aluminum powder (to levels commonly employed in metalized solid 
propellants) is shown in Fig. 5-14.    A decrease in the pyrolysis rate is noticeable 
principally at high temperatures.     The decrease occurs in such a way that in the 
Arrhenius expression for the pyrolysis rate, the activation energy is practically un- 
changed.    Only the frequency factor is affected by the inert auditive. 

(b) The regression velocity of laminates of two plastic materials that have diff- 
erent pyrolysis rates, is very nearly that corresponding to the material with the 
lowest pyrolysis rate.     The difference in height between the surfaces of the two 
materials decreases linearly as the temperature of the plate Is increased. 

3.1.2.2. Oxidizers   :   Until 1958, ammonium nitrate was the oxldizer whose pyroly- 
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sis rate received a great amount of st' ly. More recently, many investigators 
have studied the pyroly-i.s of AP.      The study of thu substance is important be- 
cause at present i* '    im- n ost comr uj>ly employed oxidizer. 

These recem studies indicate that there may be two pyrolysis domains.    When 
690°K     T< 750°K, the pyrolysis rate measured experimentally b} Juinet is   : 

rp   =   1.9x 1012exp (-50,00Q/R°Tp)(cm sec'1)  , 

while that of Lieberherr exhibits an activation energy closer to 30,000 cal/moie. 
Although Guinet's results exhibit much less scatter than those of Lieberherr in this 
low-temperature regime, there may be a systematic error in the calibration tech- 
nique by which the surface temperature was computed from the measured tempera- 
ture on the downstream side of the plate.    Lieberherr's activation energy of 30, 000 
cal/mole is consistent with the recent work of Jacobs and Russell-Jones who, on the 
basis of improved thermogravimetric results, developed an interpretation for the 
kinetics of the sublimation process  : 

NH4C104(s) _* HC104(g)   +  NH3(g) 

which yielded this same activation energy.    Lieberherr 's experimental data extends 
to a sufficiently low temperature to provide a small range of overlap between the hot- 
plate measurements and the more classical (low temperature) thermal decomposit- 
ion studies.    Evidence is growing to the effect that at all temperatures below 750°K, 
the activation energy for gasificati     of pure AP is 30, 00« cal/mole. 

There appears to be a transition at a temperature of about 750°K.     For higher tem- 
peratures,  750°K< T< 900°K, the pyrolysis i**te measured by Guinet is of the 
form   : 

rp   -  3250 exp   (-20,000/R°T)   . 

This formula yields lower rates than those published by Andersen jrD = 4600 exp 
(-20, 000/R°T) or rp = 5. 88 T exp (-20, 000/R°T) j.     The results of Coates and of 
Lieberherr in the high-temperature regime generally lie between those of Guinet 
and those of Andersen.    One of Andersen's latest reports gives 22, 000 cal/mole for 
the activation energy (6);   the correction is intended to account for the difference 
between the plate temperature and the surface temperature of the sample, which is 
not negligible in the high-temperature domain.    An estimate given in Ref. (5) for 
this correction raised the activation energy to 30,000 cal/moie.     Thus, it is con- 
ceivable that the underlying surface gasification process exhibits the same activa- 
tion energy and possesses the same rate-determining step in both the high-temper- 
ature and low-temperature regimes.    An exothermic gas-phase reaction, observed 
experimentally in the high-temperature domain (beyond the "ignition limit" identi- 
fied in Fig. 5-9), may also have a bearing on the apparent low activation energy at 
high temperatures. 

When the solid plate was used, instabilities appeared at temperatures between 750°K 
and 800"K.     These instabilities involved fluctuating emission of gases at the plate 
and produced variations of the plate temperature and irregularities of the surface 
geometry, which led to widely scattered experimental results for the pyrolysis rate. 
This phenomenon may be similar to that observed by Cantrell (7) for solid CO , but 
alternatively it may be associated with intermittent ignition phenomena.    The solid- 
plate technique of increasing the applied force to bring the surface temperature of 
the sample near the temperature of the plate does not eliminate the instabilities;   in- 
creasing the applied force decreases the thickness of the gaseous film, producing an 
increase in the lateral velocity of the gases which may be a source of experimental 
error.    The instabilities disappeared for the porous plate used by Guinet. 
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In addition to AP other oxidizers a*e of interest, such as nitronium perchlorate 
N02C10 j, hydrazine perchlorate I^H.jHClO.j (14) or hydrazine diperchloraie 
N2Hfi(C10 ,)2. Although (he decomposition of these substances is beingstudied in sev- 
eral laboratories, few results have been published.    Publications of this material 
are just beginning to appear (15).    We might mention here that these substances 
break down into components at temperatures below that of AP.       For instance, 
hydrazine perchlorate decomposes between 180°C and 240° C. exhibiting an activa- 
tion energy for thermal decomposition of the order of 23, 000 cal/mole.    Above 
250°C, hydrazine perchlorate decomposes rapidly and explodes.    Catalysts such as 
Mn02 and Cu2Cl 2 lower the temperature of explosive decomposition. 

3.1.3.   Importance of Pyrolysis Measurements   -   Wilfong, Penner and Da nels 
have introduced the idea that the regression rates of solid propellants are deter- 
mined by the thermal decomposition of their components.    It is possible to assume 
that each propellant constituent has a regression rate measurable by experiments 
of the type discussed above.    Then, if we consider for example a two-component 
propellant, we are led to the conclusion that the surface temperature Tsl and Ts2 of 
each component must be different, in order for a steady state to be established in 
which each constituent regresses at the same rate  : 

rh   --  Bl exp (-ExfR°Tsl)  =  B2 exp (-F2/R°TS2 >   . 

The preceding 'two-temperatur^' hypothesis might be acceptable if the flame were 
in a plane parallel to the propellant surface;   experimentally, it applies very well 
to studies of laminate pyrolysis.    Unfortunately, Lie model is violated by the flame 
geometry, in heterogeneous solid prope'lants.    Therefore, in the combustion model 
one should not assume flames parallel to the surface.    The geometries of flames 
are determined by the heterogeneity of the propellant. 

Although the two-temperature hypothesis is not always acceptable, measurements of 
the pyrolysis rates of the propellant components are of great interest because these 
results may yield the frequency factor and the activation energy of the gasification 
reactions, and also in some cases permit further details of the reaction process in 
the zone adjacent to the surface to be ascertained. 

3. 2.   Deflagration Rates of Certain Oxidizers 

Certain components of heterogeneous solid propellants behave as monopropellants, 
exhibiting self-sustained surface regression under appropriate conditions.    For 
these components, exothermic reactions in the gas phase transfer enough energy 
back to the surface to cause gasification.    Studies of these deflagrations have been 
made principally with AP;      the deflagration velocity was determined for various 
pressures and temperatures.    Figure 5-15 shows the deflagration velocities, as 
functions of pressure, obtained by various investigators (16-19).     The   arious re- 
sults agree fairly well, in view of differences in the sizes of the AP elements 
used for the fabrication of the samples and in view of the diflering experimental 
conditions. 

Adams and Irvin each correlated their results by an equation of the form rd =rp". 
Irvin found two combustion regimes with a transition at a pressure of 300 atm. 
Above 300 atm, the observed exponent of p was of the order of 1. 75.    This rapid 
increase of the deflagration velocity was attributed to cracks in the grain, which 
may arise from either the pressure level or the heat flux. 

Shannon has made a detail* i study of the cr?ect of AP grain  size and temperature 
on the deflagration rate.    His results are shown in Fig. 5-16.    The mean diameter 
of the AP grains has a measurable effect on the deflagration velocity;   the law 
obtained is of the form   : 
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Fig. 5-16    Deflagration velocity of  AP    (Shannon) 
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l/rd   = Kx d  + K2 , 

where d is the sphere diameter employed in manufacturing the  A P  strands.    The 
initial temperature of the  AP affects the deflagration velocity appreciably. 

In order to explain his empirical results, Shannon postulates that the spherical 
AP crystals  regress linearly and equates the total combustion time of a crystal 
of diameter d to the sum of the ignition time and the propagation time for the de- 
flagration.    The combustion of compressed AP   spheres is complex, however, 
and the linear regression which is characteristic of strand experiments is not ob- 
served.    We illustrate in Fig. 5-17a the variation with time of the geometry of a 
sphere ignited from the top.    One observes a fast propagation of the deflagration 
toward the center of the sphere because the outer surface is cooler and therefore 
its decomposition is slower.    The surface decomposition geometry of a cylinder is 
shown in Fig. 5-17b. 

The effect of catalysts on the  AP deflagration  rate has been studied by Scurlock 
and Friedman (16), (20) (see Fig-5-18).    The results obtained from such investi- 
gations depend on whether the  AP is  pure or is embedded in a fuel binder.    To 
show the ef/ect of composition of adjacent materials, small strands of double com- 
position have been developed at ONERA (Fl g. 5-19).    The upper part is made of 
pure   AP ar.d the lower part of AP   containing a catalyst, which is copper chrom- 
ite in the particular microphotograph shown in Fig. 5-19.    With these samples it is 
possible tc obtain in one experimental run the deflagration velocity of AP   alone 
and of   AP   incorporating a catalyst.    In particular, for concentrations where it 
produces an acceleration effect on the combustion velocity, the copper chromite ex- 
erts the opposite effect with   AP alone;    we observe extir :tion when the deflagrat- 
ion reaches the catalyst-containing oxidizer.    Copper chromite is an effective cata- 
lyst only if the surface temperature is sufficiently high.    This same technique has 
been employed to study AP  containing aluminium;   in this case too, extinction of 
the deflagration occurs when transition is reached.    For this reason the catalyst 
must be studied under conditions that approximate as closely as possible the condit- 
ions expected in application.    The study of AP  deflagration rates is of importance 
because for certain pressure levels, the combustion velocity of the solid propellant 
appears to be controlled by the AP deflagration velocity. 

4.   Proposed Model Experiments for the Analysis of the Mechanism of Heterogen- 
eous Solid Propellant Combustion 

As we have pointed out, the study of propellant components alone provides physico- 
chemical data, but it does not provide information on the mechanism of the fuel- 
oxidizer combustion processes in heterogeneous propellar.ts. 

4.1.   Combustion of Oxidizer Spheres in a Gaseous Fuel Stream 

In order to study the combustion of the oxidizer under conditions approximating 
those found at the surface of the solid grain, measurements have been made of the 
regression rate of oaidizer spheres placed in a flowing gaseous fuel.    The crystals 
of the oxidizer within the propellant can be treated as spheres progressively emerg- 
ing at the surface as a result of the pyrolysis of the plastic binder. 

The experimental set up (21) consists of placing a stationary sphere of erddizer in a 
flowing gaseous fuel.    Several supports for the spheres have been tested.    The best 
results were obtained by allowing the sphere to rest on a platinum wire gauze.   The 
sphere was ignited at the top by means of an electrically heated wire.    The com- 
bustion was photographed with a motion picture camera to obtain the time evolution 
of the shape of the sphere.    By this procedure, the combustion of the oxidizer 
spheres can be analyzed as a function of the (a) nature of the oxidizer, (b) nature 
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Fig.   5-17a    Combustion of an AP sphere in nitrogen 
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Fig.   5-17b   Combustion of an AP parallelepiped in nitrogen 
FrAOatm 
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of the fuel,  (c^  geometry of the oxidizer,  (d)  temperature of the solid and of the 
gas,  (e)  pas   elocity, (f) pressure. 

In addition to AP spheres of other oxidizing materials,  such as potassium per 
chlorate, ammonium nitrate and potassium nitrate, have been studied at ONERA. 
The most reproducible results were obtained with AP.      Wuh potassium perchlor- 
ate for instance, combustion starts normally but stops afte* some time because the 
surface of the sphere becomes covered with a layer of potassium chloride.    We 
shall describe only the results obtained with A±>. 

The spheres ire fabricated by compression.    To facilitate the removal of the 
spheres from their molds, the surface of each mold i ; polished to optical specifi- 
cations.    Spheres of various diameters have oeen construed by this technique. 

The nature of the fuel gas affects tho flame flashback;   ignition takes place at the 
top of the sphere and the resulting flame progresses at constant velocity towards 
the base of the sphere.    This flame flashback may be thought of as approximating 
the pyrolysis of the plastic hinder in a real solid propellant g»ain.    The flasnback 
velocity is high, reaching a few cm sec-1, when the gaseous fuel is hydrogen.   With 
propane or ammonia, the flashback velocity is about 0. 6 cm sec-1. 

The structure of the flame varies greatly with the nature of the gi*s as can be seen 
in the photographs of Fig. 5-20,    With propane, we observe a decomposition flame 
and two diffusion flames, while a diffusion flame alone appears with ammonia.   In 
hydrogen there is a thicker and more homogeneous diffusion flame. 

We can us*1 the maximum horizontal diameter d to characterize the time evolution 
of the shape of the sphere.    For propane and ammonia, the dependence of d on time 
can be written in the form   : 

d2   = dl    - K2  t 

(the square of the diameter is proportional to time).    This dependence is illustrated 
by the curves of Fig. 5-21a.    The constant K2 increases as the flow velocity of the 
fuel gas increases. 

For hydrogen and hydrogen-nitrogen mixtures, the time dependence of d is given by: 

d3    =   d3    - K3   t    , 

(the cube of the diameter is proportional to time, Fig. 5-21b).    The constant K3 
again increases as the gas velocity is increased.    The constants K: and K3 depend 
on the initial diameter of the sphere (Fig. 5-21c), especially K3 which is proport- 
ional to the diameter, thus implying that the complete law for hydrogen is of the 
for in  : 

d^   = u3   -  K' d0 t   . 

The combustion constants K2 and K:? depend on pressure.    The experimental re 
suits are correlated by a pressure exponent of 0. 57 for propane   and 0. 64 for hydro- 
gen (Fig. 5-2Id).    These exponents are very close to those obtained in pure AP 
deflagration tests.    The exponent seems somewhat high for diffusion phenomena. 
The maximum pressure during testing was 16 atm.    It would be interesting to ob- 
tain the numerical value of this exponent in the operational domai.i of solid propell- 
ants (pressures above 20 atm). 

The constants K2 and K3 are also sensitive to the temperatures of the solid and of 
the gas.     When the gas is at the same temperature as the solid, we observe for 
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propane a gradual increase of the combustion constant as the temperature is in- 
creased from -35°C to 20°C, and then no appreciable change in the constant for 
temperatures up to 100°C. 

Catalysts modify the combustion constant.    For example, K2 goes from 3. 5 mm2 

sec-1 to 5 mm2 sec-1 when 1 per cent of copper chromitp is added to AP.      On the 
other hand, aluminum has little effect on the value of the combustion constant;   alu- 
minum burns adjacent to *he oxidizer surface (Fig. 5-22) and also in the diffusion 
flame surrounding the sphere. 

The conclusions which can be drawn from these tests are: 

a) In determining the AP regression rate, it is not possible to neglect the 
effect of the diffusion flame and to consider only the decomposition zone of AP 
near the surface.   With some fuels, the decomposition zone disappears completely 
as a result of the diffusion phenomena, the fuel being able to reach locations very 
near the surface.   The importance of diffusion phenomena is indicated by the form 
of ihe combustion laws obtained with the AP spheres.   Moreover, if the decomposi- 
tion phenomena were dominant, there would be no effect of the composition of the 
gaseous atmosphere on the regression rate of the solid. 

b) If one adopts combustion laws of the general form   : 

d° =d; -KdfP
nt 

for a set of perchlorate spheres, then the total mass per second flowing out of a 
sphere is given by a formula of the form   : 

m- cppQ  dP~ a + :V 

in which <p is a constant including a form factor and pu   is the density of the oxidi- 
zer.    From the experimental results, ß - a + 3 - + 1. 

c) So far as possible, the gaseous fuel velocities have been chosen to exhibit 
the same Reynolds number during testing as in the actual combustion of AP crys- 
tals in solid propellant grains.    With hydrogen, the Reynolds numbers are of the 
order of 10, while they reach 100 with propane.    The value of about 0. 6 for expon- 
ent n may be a consequence of the value of the Reynolds number used in these tests. 

d) The above experiments have been carried out at moderate pressures not ex- 
ceeding the pressure limit of deflagration  of AP    (pljnut-   20 atm),    Ignition of 

the top of the sphere at higher pressures leads to a combustion in parallel planes, 
as indicated in Fig. 5-23.    A decomposition of the perchlorate occurs first, then a 
combustion of the oxidizing gases generated by the decomposition with the fuel gases. 
These high pressure experiments show the importance of the decomposition process. 
It must be noted however that the regression rate of the sphere is larger than the 
rate obtained during decomposition in a nitrogen atmosphere. 

p) The combustion cf  AP   parallelepipeds in a fuel atmosphere is similar to 
the process which occurs with spheres.    As an example Fig. 5-24 shows the burning 
rate  of   AP  strands in methane at various pressure.     The flame propagates along 
the strand at a velocity which decreases as the pressure increases.    Above a cer- 
tain pressure,  combustion in planes parallel to the surface takes place. 

4.2.    Porous-Core Burner 

The combustion of an  AP   sphere in a gaseous fuel stream represents one of the 
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Fig.  5-22    Combustion of an   AP   sphere containing aluminum in a gaseous 
fuel atmosphere 

P = 70atm P=70 atm 

NITROGEN : 90V. 

METHANE : 10'/. 

Fig.  5-23    Combustion of   AP   sphere at high pressure 
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simplest models we can imagine for solid-propellant combustion     For this reason 
some investigators have tried to work with more elaborate models in an effort to 
approximate the real conditions more closely. 

A hybrid burner, containing only one of the propellant components (either oxidizer 
or fuel) in the soHd phase, represents an attempt to develop such a model.    The 
dimensions of the solid granules are intended to be comparable with the heterogen- 
eity scale of the composite propellant.    The burner used is a metal or quartz tub«* 
packed with a line powder of oxidizer or fuel.   The powder grains are agglomerated 
to product ? oorous mass through which a gas can be passed.    After ignition at the 
top of this burner, combustion propagates ^nside at a rate which depends on para- 
meters such as the composition and mass flow rate of the gas, the composition and 
geometry of the solid, pressure, etc ...    In this simplified experimental model, 
only one solid component is present, thereby reducing the number of parameters 
(22) (23).    It is also possible to vary the mixture ratio by adjusting the gas mass- 
flow rate. 

Burger and Van Tiggelen (22) have studied the combustion of polymethacrylate 
grains of dimensions between 0.25 and 0. 54 mm in oxygen and nitrogen streams. 
The maximum regression rate occurs at stoichiometric conditions.     Hydrogen 
added to the gaseous oxidizer increases the regression rate, while carbon oxide 
acts as an inhibitor. 

The results of greatest interest were obtained with porous solid    AP oxidizer and 
fuel gases.    We note first of all, that the maximum   AP   regression rate occurs 
at the stoichiometric mixture ratio (Fig. 5-25).    The value of the maximum regres- 
sion rate depends on what fuel gas is used;   the mass-flow rate per unit area (m = 
pr) is 0.11 g.cnr2 sec-1 with propane and 0,315 g.cm*2 sec*1 with hydrogen.   The 
mass-flow rate per unit of area is therefore three times higher with hydrogen than 
with propane.    This effect also exists for  AP   spheres but it is less pronounced. 
The mass-flow rate values quoted above correspond to tests carried out at atmos- 
pheric pressure, under which conditions the theoretical mixing height is of the 
order of the AP   grain diameter.    Therefore, the flame is partially heterogen- 
eous even though the pressure is low (25).    Burger and Van Tiggelen believe that 
it is not possible to represent these heterogeneous phenomena by a diffusion flame 
model following the macroscopic diffusion flame laws.    Therefore, they sought a 
relationship between the oxidizer regression rate and the propagation velocity v0 r f 
a premixed flame by treating the hydrochloric acid as a diluent or as an inhibitor. 
The maximum mass-flow rate per unit area mM   of AP   lias therefore been corre- 

V
OM   

niA 
lated with a parameter W=  / —- in which v0M is the maximum flame 

V       *XHC1 

speed of a premixed combustible gas, X^ci    is the molar concentration of hydro- 
chloric acid, and r^ and rif are the numbers of moles at the beginning and at the end 
of combustion.    A good correlation between n\j   and W was obtained for various 
fuels (Fig, 5-26).    Although this correlation may be applicable at low pressures, 
where chemical phenomena are predominant for heterogeneous propellants, never- 
theless at hich pressure, the flame speed depends only weakly on pressure 
(vo x  Pa'   '  ,  a being the reaction order) so that the relationship between mM(p)and 
v()(p) might change considerably when the pressure increases. 

The influence of pressure on b'uners of this type has been studied by McAlevy and 
Kiczek (23),  (24).    When the fuel flow rate is small (<p~ 0.5), the pressure expon- 
ent is close to 0.9, while for mixture ratios near stoichiometric (</> = 1), the ex- 
ponent is of the order of 0. 5, which is the same as that obtained with single AP 
spheres (Fig. 5-27). 
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Many fuels have been studied in liquid or gas phases (26) at atmospheric pressure. 
The effect  of the AP grain size has received little attention.     Fig. 5-28 shows 
the regression rates obtained for three different grain sizes (27);   as with solid 
propellants, the velocity increases when the mean diameter of the crystals decrens 
es. 

This porous burner technique seems interesting and more elaborate tests should be 
carried out to study the influence of pressure more accurately»    In particular 
pressure ranges corresponding to solid propellant applications should be investi- 
gated.    The effect of the AP  grain size also merits further study. 

4.3.   Reaction Kinetics in the Gas Phase 

We have noted in the preceding paragraphs that the nature of the fuel has an import- 
ant effect on the AP  regression rate.    For this reason some investigators believe 
that the important processes in solid propellant combustion take place in the gas 
phase, as might be implied by the correlation (indicated in Section 4.2) between the 
solid regression rate and the flame propagation velocity.    Following this reasoning, 
Gumming and Hall have studied the premixed flame of gaseous fuels with vaporized 
perchloric acid as the oxidizer (28) (29). 

These authors first showed that the decomposition flame of perchloric acid alone 
obeys the Zeldovich flame speed law, with an activation energy of about 45 kcal/ 
mole.    Adding hydrogen increases the propagation velocity but decreases the acti- 
vation energy to a value of about 15 kcal/mole.    The structure of the flame depends 
greatly on the nature of the fuel.    At low pressures two-stage combustion is ob- 
served.    The acid and its decomposition products react much more energetically 
than diluted oxygen.    The flame speed is very high (Fig. 5-29), reaching 375 cm 
sec"1, which is three times the value for oxygen-nitrogen-methane mixtures.    The 
maximum propagation velocity occurs for a fuel-rich mixture ( (p »1. 5).    The flame 
temperature measured by means of the OH line reversal method is close to that 
calculated by assuming chemical equilibrium. 

Since the results for perchloric acid-fuel flames differ so from those for oxygen- 
fuel mixtures, it appears to be unreasonable if the hypothesis of perchloric acid for- 
mation is v lid, to compare the results obtained with   AP with those deduced from 
the oxygen-fuel flame studies, as did Burger. 

The flame speed of ammonia-perchloric acid systems also differs greatly from re- 
sults obtained with ammonia-oxygen and chlorine-oxygen-ammonia systems at the 
same final temperature.    In experimental models of the combustion of solid prop- 
ellants containing   AP,   it is therefore necessary to use AP  itself rather than 
its constituents. 

4. 4.   Pressed Solid Propellant Strands 

In order to elucidate the combustion mechanism of solid heterogeneous propellants 
and to obtain interpretable results, it is of interest to use well-defined geometries. 
The easiest procedure consists in placing strands of fuel and oxidizer side by side, 
as indicated in Fig. 5-30a.    This technique allows one to observe the influence on 
the regression rate of the nature of the propellant components and ol certain para- 
meters such as the pressure. 

For pressures below the deflagration limit of perchlorate the highest solid regress- 
ion rate is found to occur at the junction between ammonium perchlorate and the 
plast'.c fuel.    This maximum depth of penetration is well marked as Fig. 5-30a 
shows for a test at atmospheric pressure.    One cannot say however, after analyz- 
ing the maximum penetration zone, that the flame tends to penetrate into the oxidi 
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zer fuel interface. There is nothing resembling propagation into a crack, "ne can 
only see that th? curvature of the AP surface is more pronounced than the curva- 
ture of the fuel. 

The surface profile changes completely when the pressure incieases (Fig. 5-30b). 
The perchlorate decomposition is then the important phenomenon which controls the 
regression rate. 

The measured regression rate is close to the rate for AP  alone  and the observed 
difference Is due to the physical nature of me binder and to the pyrolysis condit- 
ions   (Fig. 5=30b and Fig. 5-30c). 

According to Fowling, the pyrolysis of certain binders can produce liquids which 
inhibit the penetration of the flame.    This liquid can flow over the AT surface. 
Certain neutral additives such as extremely fine ground silica powder can hold up 
the liquid, thus causing the regression rate to increase. 

In order to obtain a model with three-dimensional transfer processes (as exhibited 
by heterogeneous solid propellants), Adams and his ceworkers (30) studied pressed 
solid propellants, which are easier to munufactire than the usual propellants and 
facilitate study of the effect of oxidizer and fuel grain sizes of the nixture ratio, 
and   (with AP) of the nature of the fuel.    The pressed samples were made from.a 
pulverized mixture of oxidizer and fuel, compressed into a square-base parallele- 
pipen;   the compression pressure was about 1, 000 atm.    Important results have 
been obtained by Adams (30) and Powling (31),  (32) using this technique. 

The solid regression rate is observed to be very sensitive to the mixture ratio.   In 
Fig. 5-31, the variation of the regression velocity with fuel percentage is shown; 
the   AP grain size is between 76 and 104/:.    The strong influence of the mixture 
ratio, which was observ« ! for aM propellants tested, is an important property of 
combustion processes in hetero eneous media. 

Also of interest is the dependerje of regression rate upon pressure.    Four conclus- 
ions can be drawn: 

a) At subatmospheric pressures, the burning rate law can be written in the 
form   : 

r   - b p + a 

where a i^ equal to zero in many cases. 

This law closely resembles that obtained with conventional propellants.    The flame 
is sufficiently far from the surface for gas-phase mixvig cf fuel and oxidizer to 
occur before combustion;   the cl >mical processes thei» become important and the 
overall behavior resembles that of a homogeneous prcpellant.    The thickness of the 
combustion zone is greater than the mean size of the oxidizer and fuel particles, 

b) At low fuel concentrations, the law obtained is identical to the or.e in para- 
graph (a);   this result is similar to that already found with gaseous fuels.    The 
value of the pressure exponent (n - 1) confirms the importance of the chemical pro- 
cesses in fuel-lean mixtures.       The AP decomposition reaction would therefore be 
modified if a small amount of fuel were to diffuse into the decomposition zone.    The 
exponent decreases when the fuel mass fraction increases (Fig. 5-32). 

c) In the pressure range from 1 to 200 atm, the^e appears to be a change in the 
combustion regime (Fig. 5-3/0, which occurs in the neighborhood of 70 atm.     When 
the pressure is below this value, the experimental burning rate Saw of the form 
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Fig.  5-32    Burning velocity versus pressure for several 
mixture ratios:   Paraformaldehyde/AP 
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r - a pn;   this is the domain of normal combustion which will be considered in 
greater detail later.     For higher pressures, we observe a phenomenon similar to 
the plateau effect;   the regression velocity varies little with pressure and in some 
cases it may even decrease when the pressure increases.    This plateau effect 
depends upon the nature of the fuel (Fig. 0-33) and may be more or less pronounced 
depending on the values of the mixture ratio and the oxidizer grain size.    The burn- 
ing rate in this domain is controlled by a mechanism which is not very sensitive to 
pressure and which might bf caused by a loral variation of the mixture ratio,   which 
may be due to very different regression rates of the fuel and the oxidizer.     Carbon 
does not exhibit a plateau (Fig. 5-33), perhaps because of a catalytic phenomenon. 

d) The nature of il^e fuel also influences the stability of combustion.    With the 
fuels which are easily gasified, the flame temperature may be correlated with the 
combustion velocity.    The same observation applies to gaseous fuels (propane, 
ammonia, formaldehyde, polystyrene) but fluctuations in the temperature measure- 
ments occur when the fuels are less volatile (carbon, benzoic acid or stearic acid). 

The grain size also influences the deflagration velocity, smaller sizes producing 
higher velocities. 

A very interesting study has been reported by Powling; the temperature at the AP 
surface was determined as a function of the deflagration velocity at atmospheric 
pressure for systems with various fuels added in small amounts.    The surface 
temperature Ts is not easily obtained from indirect measurements since it is re- 
latively independent of the deflagration velocity (it is of the order of 730°K);   how- 
ever the flame temperature increase0 when the deflagration velocity increases. 
Measuring the surface temperature for different pressures between 1/20 and 5 atm, 
led to a heat of decomposition on the surface of 57 kcal/mole wliich corresponds to 
AP   dissociation   into ammonia and perchloric acid, the samples used for this 
measurement were a mixture of AP and formaldehyde (32).     Powling recently 
found that at these low pressures, the surface temperature depends on mixture ratio, 
thus casting doubt on the hypothesis of equilibrium sublimation to dissociation pro- 
ducts. 

For a very volatile fuel, Powling proposed the combustion model illustrated in Fig. 
5-34, which can be valid for gaseous and easily gasified fuels. 

We have see     ^at *  'ingle AP  sphere   ignited at the top in a flowing gaseous fuel 
exhibits a fli. \ -   ias- jack.    This flashback may occur with pressed propellants if 
the fuel gasifies i -pidly;   we can therefore assume that the flame moves upstream 
along   .he AP   crystals and gasifies the fuel.       The AP grains then burn in a 
diffusion flame in a gaseous medium of nonhomogeneous composition.    Two part- 
ially overlapping zones may thus be distinguished, a fuel gasification zone and an 
AP  combustion   zone.      The combustion process involves sequentially   (a) ignition 
of the crystal,    (b) flame propagation along the crystal and  (c) AP combustion. 

Since fuel gasifies when the flame approaches, the gas has an effect only if chemical 
transformations or phase changes modify the surface geometry, thereby affecting 
the local fuel flow l.Ae and thus influencing the flame flashback.     It should be noted 
that flame flashback is significant at low pressures only. 

Therefore we might use the   AP   sphere test results to deduce the burning behavior 
cf a set of spheres, if we assume that combustion is the slowest of the three pro- 
cesses.   The regression rate of the solid would then be of the form   : 

KJI 0.6 
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The experimental rt 3ults yield instead  : 

r   =    (a   + j})p<>-6 

at least in the normal '.-ombustion domain (p< 70 atm). 

4.5.   Combustion of Metals 

Most modern solid propeilants contain metal to improve their performance.    The 
combustion of these metals (included in the propellant as powder grains) generally 
takes place rather far from the surface, so that they modify neither the combustion 
process nor therefore, the regression rate (50).    The study of their combustion can 
thus be made outside of the propellant. 

The conventional method (33) (34) consists in using a burner which produces a hot 
stream of oxidizer (for instance, a burner fed with a propane-oxygen-nitrogen mix- 
ture) with a means for varying the flow temperature and the oxygen percentage. 
Since aluminum is the most commonly used metal, we sb'11 give results concerning 
this metal.    At atmospheric pressure, the stream tempc ature must exceed the 
melting point of alumina (- 2300°K) if the aluminum par' cles are to ignite.    The 
ignition temperature decreases slightly when the oxygr , concentration increases. 
Unuer conditions permitting ignition to occur, the ignition time lag,  (which is equal 
to 4 millisec for a particle diameter of 35M) is proportional to the square of the 
particle diameter.     Different combustion processes may occur, depending on the 
oxygen percentage in the burnt gases;   as a first approximation, we can identify two 
mechanisms:   (a)  At high oxygen concentrations, one notices that the sphere of 
aluminum around the particle bursts during combustion,    (b)  At a lower concentrat- 
ion, normal (nonbursting) combustion of the aluminum sphere occurs;   combustion 
takes place in the vapor phase at the sur'ace of the hollow alumina s, 'ere surround- 
ing the particle;   the combustion duration is then proportional to 'he diameter of the 
particle raised to the power 1.8, which is similar to results for combustion of 
hydrocarbon droplets   This shows the importance of the diffusion phenomena (34) 
(35). 
In another experimental technique, aluminum wires are burned in an oxidising at- 
mosphere;   the wires are heated by an electric current until ignition occurs (35). 
It is again possible to distinguish various combustion domains depending mainly 
upon the oxygen concentration (argon being the dilution agent).    These various do- 
mains are represented in a diagram of mola   concentration versus pressure (Fig. 
5-35).     In regions 1 and 2 liquid aluminum spheres are formed at the ends of the 
ruptured wire.    These sphere burn as they regress towards the electrodes,    In 
region 3, the aluminum wire burns with a vapor phase flame reminiscent of the 
combustion of liquid fuel droplets.    In region 4, one notices the formation of a 
large drop with a bright flame moving around on its surface.     In region 5, combus- 
tion is difficult to achieve. 

Some propeilants contain beryllium powder to increase the specific impulse;   the 
grain diameters employed are of the order of 30 to 40u .    The combustion of this 
metal is similar to that  ^f aluminum, but in order to obtain ignition one must use 
propeilants   whose ünai combustion temperature exceeds the melting point of the 
oxide (2800°K). 

5.   Studies of Combustion Mechanisms with Heterogeneous Propeilants 

5. 1.   Direct Methods 

At present, direct methods generally employ optical procedures, particularly micro- 
cinematography.    The combustion zone is magnified by means of a microscope that 
permits filming of the regressing combustion surface, wiih a camera synchronized 
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with a flash tube (36^ (Fig. 5-36). 

This technique yields a local combustion velocity but there is considerable scatter 
in the results because of the non-homogeneity of the medium.     Microcinerrato- 
graphy also sheds light on the combustion mechanism.     With sharp contrast, it is 
^ ssible to observe a dark band indicating a modification of the binder along the 
solid-gas interface.     The sharp edges   of the AP crystals disappear as soon as 
the flame approaches.     The flame structure depends on the propellant composition. 
One observes a series of individual flames starting on the surface instead of a 
continuous flame front (Fig. 5-31).     In the pressure range frum 1 to 60 atm, flame 
heights increase and bright combustion cores appear neai the surface. 

From microphotographic examination, it is possible to distinguish two simultaneous 
modes of combustion in the immediate vicinity of the AP crystals.      Small flan.es 
apparently correspond to premixed combustion.       Brighter diffusion flames also 
develop from the AP crystals (Fig.  5-31). 

Interesting results on the mechanism of metal combustion in solid propellants have 
been obtained with this technique (37).    The initial dimensions of the aluminum 
powder particles in the propellant (typically of the order of a few microns) are of no 
significance in the metal combustion process.    At the surface of the propellant, the 
binder gasifies rapidly, producing a lace pattern of agglomerated aluminum grains. 
Upon reaching the hot combustion zone, the aluminum agglomerates melt and coal- 
esce into large aluminum drops which are driven off by the combustion gases. 
Since we have seen that the ignition lag is proportional to the square of the diameter 
of the metal drop, it is clear that the coalescence process is important.     Propell- 
ants having high temperatures and high temperature gradients near the surface, 
produce small metal drops;   thus the temperature profile in the gas zone near the 
surface governs the ultimate metal grain size.    This fact is illustrated in Fig. 5- 
38.    The senuence on the left, which corresponds to a propellant with fine AP 
grains and therefore with high temperature gradients, exhibits smaller aluminum 
drops than that on the right, which corresponds to a propellant with large AP 
grains. 

Microphotographic techniques yield the size of the aluminum drops before combus- 
tion (Fig. 5-39) and reveal conditions producing small-diameter drops. As indica- 
ted above, grain sizes shown in Fig. 5-39 (mean diameter in the order ~f 100 to 200 
u) differ from those of the aluminum introduced into the propellant (mean diameter 
of the order of 5 to 10/x ). 

Aluminized composite propellants with energetic binders, such as nitrocellulose, 
produce smaller metal drops than conventional metalized composite systems be- 
cause of the high temperature gradients. 

With microcinematographic techniques it is also possible to follow droplet combus- 
tion, observing the evolution of the shape of the drop and of the diameter of the flame 
surrounding it (Fig. 5-40).     Information on the motion of the burning metal can also 
be obtained.    An overall view of the metal combustion process is thereby developed. 
This combustion process is in Fig. 5-41a and Fig. 5-41b.    The liquid aluminum irop 
is almost spherical.     Combustion produces an alumina cap touching the aluminum 
sphere.    The alumina cap rotates,  either because it moves on Ihe surface of the drop 
or because the drop itself rotates (Fig. 5-41a).    A second combustion zone is located 
at a surface that is nearly spherical and surrounds the drop.    This 'skin'is composed 
of liquid alumina and is open at one end.    The existence of these two combustion zones, 
one close to the surface, the other farther away from the surface,  can be explained 
by the non homogeneity of the gases at the propellant surface; neighbouring fuel rich 
and oxidizer rich zones exist there.    As indicated in the discussion of Fig. 5-35, when 
metal combustion takes place in an oxidizer-poor medium,  the burning zone is loc- 
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Fig.  5-38    Formation of aluminum droplets 
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Fig. 5-4la    Combustion of aluminum 

Fig. 5-4ib    Combustion of aluminum 
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atod close to the surface;  whereas when the oxidize/ mass fraction is 3*jrge enough, 
a diffusion flame with condensed phases is established at a certain disiance from 
the liquid surface.   It is then possible fo assume that because of the possible varia- 
tion of the mixture ratio at the surface, both types of flames can coexist. 

Surface burning can start as soon as the aluminum droolet is formed.     When forma- 
tion occurs one observes the presence, on the liquid surface, ot alumina, which is 
most likely due to slow oxidation of the metal. 

The formation of hollow alumina spheres may also be observed by collecting the 
combustion products on a cold plate;   a microscopic examination of the products 
shows an aluminum drop inside an alumina envelope (Fig. 5-42).     During combust- 
ion in atmospheres enriched in oxygen, most of the drops and most of the alumina 
envelopes burst.    The shape of the alumina envelopes at the time of bursting is 
shown in Fig. 5-43a, which is taken from films that reveal the time evolution of the 
apparent contour of the hollow sphere (Fig. 5-43b).     Bursting is preceded by a rapid 
increase of the apparent diameter of the alumina sphere. 

The motion of droplets during combustion, can be attributed to an uiioymmetrical 
evolution of the droplet.    The presence of hot alumina on one side of the droplet 
creates a sizeable 1 cal temperature gradient which may lead to bursting of the 
droplet. 

Under the direction of Professor Summerfield, many optical methods for studying 
the combustion zone and the surface have been developed at Princeton, all methods 
aimed toward setting up a possible model for the combustion of solid heterogeneous 
propellants (38).   In particular the temperature profile in the solid, in the fuel zone 
anH in the gas has been detei mined using thermocouples.     This technique is des- 
cribed in Section 2. 1.     Typical temperature profiles for composite propellants 
nre given in Fig.  5-6;   the measured surface temperatures are >f the order of 
600°C.     A critical analysis   f this method has been presented by Powling (42), 
showing the influence of thermocouple da n^nsions.    Nevertheless it remains that 
Sabac'ell's (4) work has determined the thermal conductivity of the propellant, which 
for composite propellants varies from r to 3C x 10" 1 cal cm" 2 sec" l °K" l and dep- 
ends on pressure, and indicated the amount of energy liberated on lhe surface. 
Such experiments are very usetui to   .etermine the decomposition process of AP 
for instance, which occurs very close to the surface. 

Microohotographs of the surface after suduen extinction, assuming that the geometry 
of this surface is frozen in the state it w^c in during combustion,  snow an important 
change of aspect according to prersure.     For low pressures, below 30 atm, the 
AP     crystals seem to stand out. the binder pyrolyzing more rapidly than the oxid - 
izer td9). 

The inverse situation 0(-<*"rs at high pressures, above 30 atm.     In fact the distincl 
ion is not as sharp nb i :

T. 5   14  seems to indicate since the crystals stand out a.c 

well as the craters, the bttor indicating a disappearance of the crystals.     The sud- 
den depressurization of the < hamber Lo achieve extinction, can have a mechanical 
effect on the burning surface      The Princeton group and in particular Cole, 
have therefore attempted to develop a tv   hniqüe for taking rnicrophotographs of the 
surface during combustion (40)    The examination of the photographs shows an im- 
portant heterogeneity of the surface:      large AP crystals appear in the surface, 
surrounded by a haze;    large craters also appear with luminous centers in some ol 
them.     At low pressures a fow luminous points are noted close to the large AP 
crystals.     A smaller scale heterogeneity appe?rs between *he craters. 

It follows from these observations that the regression rate of the AP crystals and 
the binder, is not 'he .same all over the propeliant surface. 



313 

Fig.  5-42    Microphotographs of combustion products of an 
aluminum loaded propellant 
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The propellant regression rate has been determined at low pressures in the absence 
of a flame, by submitting the surface to an intense radiant flux, the pressure being 
below the limiting combustion pressure.     This technique allows *he study of pheno- 
mena wnich take place in the solid phase (41). 

Optical methods have been developed in the U.K. by Fowling and Smith (31) (32) (42), 
who have determined the surface temperature of propellants from the measurement 
of infra-red radiation at specific wavelengths.     The first difficulty was to disting- 
uish the emission of the surface itself from that of the hot gases.     The second pro- 
blem was to determine the emissivity of a thin surface layer, from measurements 
on the heated zone of the propellant grain.     To avoid the first difficulty, a wave- 
length was chosen, for which the hot gas radiation was low in relation to that from 
the surface, and the products were rapidly sucked away from the burning surface. 
Furthermore an accurate choice of the wavelength facilitated the measurement of 
the emissivity  of a  thin surface layer.     The apparatus is illustrated in Fig. 5-45. 

The measurements were performed on ammonium perchlorate composite propell- 
ants and nitric ester propellants (double-base). 

According to the results, the surface temperature of perchlorate propellants is not 
sensitive to the burning velocitv;   a temperature of about 490°C is observed for diff- 
erent mixtures at atmospheric pressure.     At pressures between 25 and 760 mm Hg, 
an Arrhenius relation was obtained between pressure and surface temperature (Fig. 
5-45), with an activation energy of 57 kcal/mole, wh:ch can be explained by assum- 
ing that perchlorate sublimes simply (enthalpy change of 30 kcai/mole) or by intro- 
ducing the hypothesis of a reversible dissociation into NH3 + HCIO,, (enthalpy change 
of 56 kcal/mole).     The experiments at a pressure higher than atmospheric are less 
conclusive because the gradients are so steep that the heated zone becomes too thin 
for an accurate determination of the temperature, with the infra-red emission tech- 
nique (42).     Furthermore recent observations introduce interpretive difficulties 
concerning the measurements which supported the reversible dissociation hypothesis. 

For various formulations of nitric ester-based propellants, an appreciable increase 
of the surface temperature, with burning rate at atmospheric pressure, was ob- 
served (31 ). 

Spectrographic techniques have also been used to determine the structure of the 
combustion zone;   a recent study by Povinelli, on the emission of the C - N radical 
at 3883°A, showed that the emission of C - N for a (PBAA - AP) propellant burning 
at atmospheric pressure started it 70 microns from the surface.     The maximum 
intensity is reached at 235 microns and this radical emits until 2xl03 microns from 
the surface (43). 

5.2.   Indirect Methods 

Indirect methods are based on the measurement of a parameter related to the com- 
bustion meci inism.    The easiest parameter to measure is the linear regression 
rate, which is also of practical importance in rocket motor operation. 

The parameters affecting the regression rate are pressure, initial solid grain tem- 
perature, gas velocity, fuel-oxidizer ratio, composition of the propellant (including 
oxidizer, binder and additives) and the particle size of each component. 

To investigate burning rate laws systematically, we may select initially two para- 
meters to vary and hold all other parameters constant.     We choose pressure which 
affects the combustion process and the me?n diameter of the oxidizer crystals 
which is reiated to the heterogeneity, thus defining combustion domain,  in the pr as- 
cure versus diameter diagram.     La'er it will be possible to investigate how these 

W    n.A 
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domains are deformed when other parameters, such as the mixture ratio and the 
nature of the components, are varied (38) (39) (44) (46). 

5.2. i.   Low Pressure Domain   -   At subatmospheric pressures, the combustion 
zone thickness is large compared to the oxidizer crystal mean diameter, so that 
the oxidizer and the fuel have time to mix in the gas phase before combustion.   A 
premixed flame process therefore occurs and chemical phenomena govern the solid 
regression rate.    This model is confirmed by the law obtained for the burning rate, 
which is of the form r = b p or r = b p + a,  (44) (45).    The exponent of thp pressure 
term is unity, thus supporting the importance of the chemical reactions.    The 
characteristics of the combustion zone are the same as for homogeneous grains 
(see Fig. 5-3?).    The combustion zone is transparent and in some cases at low 
pressures, it is possible to see a da^k zone neai the surface a few tenths of a milli- 
meter thick, where mixing of gaseous fuel and oxidizer may be occurring 

Since the regression rate depends mainly on gas-phase chemical reactions, one 
might expect it to be independent of heterogeneity parameters such as the oxidizer 
grain size.     Such a supposition  /ould not be entirely correct.    As a model, we may 
consider the propellant surface to be formed by small tubes whose diameters are of 
the same order of magnitude as the  AP particle diameter.    We may assume that 
gaseous oxidizer is injected into these tubes and tiiat gaseous fuel passes through the 
spaces between the i  bes.     The smaller the size of diameter of the tubes, the fas- 
ter the mixing rate of fuel and oxidizer,    It therefore appears that for a real pro- 
pellant, the overall combustion time will decrease as the  AP grain diameter de- 
creases;   thereby decreasing the heigh' of the combustion zone and consequently in- 
creasing the solid regression rate. 

The fuel and oxidizer mass flow is not the same at low pressures and at moderate 
pressures;   the oxidizer mass flow decreases 5r certain cases more rapidly than 
the fuel mass flow.    This variation of the local mixture ratio is also affected by the 
granulometry of the  AP and by the mass flow in each oxidizer tube.    This rep- 
resentation is, of course, only schematic and below a certain grain size one reaches 
practically the limit, which is a homogeneous premixed flame with a finite flame 
height.    Chemical surface reactions which depend on the grain size, can also take 
place in this low pressure domain. 

Although the premixed flame combustion process may be important, as Powling and 
Burger and Van Tiggelen indicate, it remains that this mechanism cannot explain all 
experimental results in the low pressure domain, particularly the influence of the 
perchlorate granulometry. 

In the law r = a + b p, a and b are functions of the  AP grain diameter and increase 
when the diameter decreases. 

This influence   of the AP granulometry on the burning velocity has been confirmed 
by Cole's experiments (40). 

As the pressure is decreased, a limiting pressure is reached, below which combus- 
tion is no longer possible.    But extinction does no: occur simultaneously over the 
entire surface.     Near the low-pressure flammability limit, flame spots move about 
the surface, as if looking for zones where combustion would still be possible.    A 
microphotographic examination after extinction, shows partially sublimed AP 
crystals protruding above the fuel and dark carbon pyrolysis residues deposited on 
the binder.     It thus appears that the oxidizer gasification ceases first. 

Decreasing the pressure exerts a twofold effect:   (a)  At low pressures, the flame 
front moves farther from the burface until, at a critical distance, the heat transfer 
•"rom the combustion zone is nr longer sufficient to gasily the solid,     (b)  An asym- 

»- tit.. *— 
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metry arises in the mass flow rates of fuel and oxidizer which p educes a richer 
mixture ratio that eventually leads to extinction. 

The low pressure flbmmabiiity limit is not strongly dependent on OXJU  zer grain 
size, although we have observed a slightly lower limiting pressure wi*    '»rge / "° 
grains than with smaller ones.    The oxidizer, fuel and catalysts affect i, » i)?    "la- 
bility iimit in a manner that is best investigated by observing combustion at pro- 
gressively decreasing pressure;. 

The determination of the pressure flammability limit is an important point in the 
study of heterogeneous propellants.     Unfortunately few results have been published 
on the subject. 

5.2, 2.   Moderate Pressure Domain (5 to 50 atm)   -  As the pressure is increased, 
the flame passes from a homogeneous *o a heterogeneous structure.     Luminous 
streaks, indicating local variations of the mixture ratio, appear with an intensity 
that increases rapidly at a critical transition pressure.     Experimental observation 
of the transition process is therefore straightforward. 

The heterogeneous combustion domain that we shall now discuss is important be- 
cause it occurs in most practical applications.    The burning rate law is generally 
of the form r = CJJ", where n varies from 0.2 to 0. 6 according to the nature of the 
propellant.    Summerfield suggested a law of the form   : 

P= a  + bD2;3 
r 

and Feiner proposed   : 

b'p4/3 

These formulas agree well with the experimental results in the domain under dis- 
cussion.    In the first formula,  'a' characterizes a chemical process ana V a diff- 
usion process.    Measurements on an actual rocket engine and on strand bui ners 
conform to this law.    In most studies, the pressure range is narrov  enough for the 
earlier (p° ) law   to agrpe Jlosely with Summerfi<?ld's law. 

Figure 5-46 shows the variation of -£• w^h p2/?t for a rocket engine.    The burning 

rate was measured at the star points and star recesses.    Straight lines are obtained, 
indicating good agreement with Summerfield's law.    In t'.ie present case, the Ordin- 
ate at the origin is close to zero, implying a small contribution from the chemical 
process.     At any given pressure, the burning rate is higher at the star points than 
at the star recesses. 

The chemical process is sii* :iar to that described in the paragraph on low press- 
ures. Therefore 'a' is not completely independent of the mean diameter'd'of the 
AP grains. On the other hand, 'b', which characterizes the diffusion process, 
varies linearly with 'd' (Fig. 5-47). 

The work of Bastress represents the first systematic investigation of particle size 
effects in heterogeneous propellant combustion (39). 

Two subdomains of the moderate pressure domain can be distinguished.     At !ow 
pressure levels and small mean diameters, the empirical law is of the form: 

P   -  a + b' d p?/J 

r 

For higher pressures and larger diameters the relationship becomes: 

i 
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f = a + b' dap2/3 

where the exponent a is smaller thai* unity 

An explanation of the existence of tw > subdomains can be offered in term.: of ihe 

Reynolds .»amber  Re  =pprd/ji  ,     wher^pp  is the density of the propeilant and 

M the mean viscosity of i,>e gas.     By increasing the pressure or the diameter of the 
AI   grains,   the  Reynolds number is increased and the division process may un- 
der^"» a transition, from laminar to turbulent transport 

We have seen that on an actual i ocket and in strand burner tests, Summerfield's 
law is fairly well satisfied.    If wo write for the rocket  : 

A       =   a     + b     n2/3 
(I* \ ir m    ' 

and for the strand burner   : 

£-     = as   >  bB pV3  , n 
then we find 

P 
V) \    'sn bc 

P 
\ - ar be 

This correlation is fairly well satisfied. 
am < a, (47). 

It is observed that bm > bs and that 

The Summerfield correlation has also been employed for transient regimes in actual 
rockets (Fif;.  5-48).    During pressure I aildup, when the combustion chamber is 
vented or when the nozzle throat area is changed during combustion (48), one obser- 
ves that the value of 'a' is )arger than its steady-state value and the value of V is 
smaller.     This observation seems to imply that during transient regimes, the chem- 
ical ;-ocess became relatively prorounctd in comparison with the diffusion pheno- 
mena.     Perhaps mixing is intensified during transients.    The effect is more notice- 
able during pressure buildup than during pressure decay. 

Gas flow parallel to the surface, may modify the flame structure and thereby change 
the burning rate law (erosive burning);   this problem will be studied in Chapter 7. 

For large diameter oxidizer grains, diffusion phenomena predominate.    This sugg- 
ests that the experimental model of oxidizer spheres in gaseous fuel streams, may 
be applicable.     The burning rate is of the form   : 

r   =  c p" d~« 

where n is aoout 0 5 and a is between 0. 1 and 0. 5.   We can hypothesize a series of 
processes, such that the total propagation time t for an element composed of a 
layer of fuel and a layer of oxidizer, L equal to the sum of three term.-:   : 

1 -1, +Lh +tt   , 

where t   corresponds to the combustion time uf the oxidizer by a diffusion process, 
th corresponds to the combustion time of the fuel by the same process and t* is the 
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transition time required to pass from a solid oxidizer-gaseous fuel system to a solid 
fuel-gasecis oxidizer system.     In the preceding relationship for large diameter 
crystals, we have assumed that th and tt can be neglected in comparison to t0. 

In the moderate pressure domain, we finally reach the follow) ^g conclusions: 

With propellants, for which the binder pyrolysis rate is high compared with that of 

the oxidizer, one may assume that the burning rate is governed by the surface dis- 
tribution of premixed flames   (parallel to the surface) and of. diffusion L lam es (per- 
pendicular to the surface).    In terms of the burning velocitie3 rc and r<\ for each of 
the processes, the propellant burning rate may then be expressed as   : 

±= iL 
r       r„ 

h 
+ L. 

where ax and bx depend on the proportion nf pre-mixed and diffusion flames. 

When the  AP  grains are large compared with the thickness of the combustion zone, 
the diffusion processes are the most important. 

5.2.3.   Plateau Domain   -   Under appropriate conditions, thf» burning rate is indep- 
endent of pressure and the propellant is said to burn in the plateau domain. 

Generally, we observe that when the  AP grain diameter decreases, the extent of 
the plateau zone increases.    At a critical minimum grain diameter, the flame is 
extinguished.    When the concentration of the oxidizer is decreased, we also observe 
zones in which the combustion velocity is independent of pressure. 

This plateau effect has been studied cinematographically,    An irregular, pulsating 
type of combustion with partial extinction is observed.    The sequence in Fig. 5-49a 
illustrates this random combustion.    A microphotographic examination of the sur- 
face after combustion provides an explanation for this behavior;   Fig. 5~49b shows 
that the  AP  crystals have disappeared from the propellant surface, leaving crat- 
ers behind.    One can therefore conclude that the decomposition velocity of AP 
greatly exceeds the binder pyrolysis velocity under these conditions and that, as 
demonstrated by the brown deposit on the surface, the fuel lacks sufficient oxidizer 
to burn. 

An explanation for the plateau effect may therefore be as follows: 

Consider a cylinder of propellant whose combustion surface is perpendicular to the 
cylinder generatrix. Because of the AP crystal disposition and of the different 
regression rates of the binder and of the oxidizer, combustion will not b( steady. 
Instead, depending on the pressure, normal combustion will occur over a certain 
distance along the cylinder, progressing at a normal velocity which, depending on 
the pressure domain, corresponds to one of the reia ' unships given previously- 
Then suddenly combustion ceases because of the change in structure.     In the non- 
burning interval, the combustion zone surrounding the cylinder modifies the struc- 
ture of the surface (through pyrolysis of the plastic binder),  permitting combustion 
start again.   Therefore, we observe a succession of combustion and extinction periods. 
The moan burning rate is an average over the combustion and extinction intervals. 

Propellant combustion in the plateau zone would then occur through a discontinuous 
mechanism distributed randomly in space and time.     This is an extreme- case,* 
generally complete extinction does not occur.     Instead, there is a local modifica- 
tion of the mixture ratio which affects the solid regression rate. 

This mechanism is outlined in Fig. 5-50, where th.  burning rzde   s plotted as a 
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Fig.  5-49a     Local extinction (plateau domain) p =   70 atrn 
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Fig.  5-49b   Microphotograph of surface after extinction 
(plateau domain) 
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function of the mixture ratio m.,,  for two pressures Pi and p2 .     Points A and B 
identify the burning velocities at pressures pt and p.},  respectively, for the original 
propellant mixture ratio m  .     II, because of the distribution of the oxidizer and of 
the fuel, part of the propellant has its normal burning velocity rB  and the other 
(richer) part has the modified burning velocity rn , then the mean burning velocity 
will be the average between rn  and vß , which is smaller than rB .     This mean 
burning velocity can be the same as the normal burning velocity rA  of the propellant 
at a lower pressure p., thereby producing the plateau effect.     We note that this 
same mechanism might cause   the burning rate to increase, decrease or remain 
constant as the pressure is increased.     Burning effectively occurs at a mixture 
ratio m, that varies with pressure. 

One might guess thai in an actual rocket, this type of plateau effect would disappear 
because of the effect of the flow on the flame structure.     However, experience 
shows that burning rates determined fiom rocket and strand burner tests are com- 
parable (Fig. 5-51). 

5.2.4.   High Pressure Domain (p > 100 atm)   -   At high pressures and for large 
AP grain diameter,    the burning rate with some fuels   is very close to theAP 
decomposition rate.     We might assume that since the regression rate of AP is 
higher than that of the fuel,   the AP grains  become embedded in the fuel and can- 
not receive much heat or mass from fuel gases.     Then the decomposition zone at 
the crystal surface controls the burning rate.    The decomposition gases burn with 
the fuel gases much further away and, according to Friedman, do not contribute to 
the linear regression velocity. 

For other fuels however, the difference between the burning velocity and the re- 
gression rate of AP  is more marked at high pressure than at low pressure, as 
Fig. 5-33 indicates.     Powling suggested that in certain cases the decomposition 
rate of  AP  is high and decomposition can proceed independently of the oxidation 
process of the fuel, but that with certain fuels the regression rate of AP can be 
increased or decreased by adding fuel.     He believes that the flame temperature, 
hence the global burning rate can be modified at the interface between fuel and oxidi- 
zer (diffusion flame).     The flame propagation velocity from one crystal to the next 
can also be inhibited by liquified fuel;   the thermal stability of the fuel plays an 
important part and one can, as a first approximation, classify the burning rates in 
the same order as the pyrolysis rates.     Low volatile fuels, such as carbon or alu- 
minum, have a larger effect at high pressure than at low pressure since they do not 
hinder the flame propagation. 

5.3.   Summary of Combustion Domains 

The various combustion domains that we have identified are grouped schematically 
in Fig. 5-52. 

a) Premixed flame domain:   The mechanism controlli: g the burning rate is very 
close to that observed with homogeneous solid propellants, the dominant processes 
being of chemical origin. 

b) Mixed flame domain:   The cv mbustion zone is composed of a juxtaposition of 
premixed and diffusion flames;   the chemical and diffusion processes interfere in 
this domain. 

c) Diffusion flame domain:   For large diameter oxidizer grains, the premixed 
flames disappear and i  .«y diffusion flames remain. 

d) Plateau domain:   For a given grain size, in a certain pressure interval, the 
burning rate is independent of pressure;   this is attributed to random local var\i- 
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tions of the mixture ratio. 

e) High pressure domain:  At high pressure, the AP decomposition process 
controls the burning rate of the solid propellant. 

The description of these domains implies that it is not possible to present a single 
mechanism for the combustion of heterogeneous solid propellants. We have attemp- 
ted to discover the important phenomena, but our description evidently remains a 
very simplified view of the combustion of heterogeneous solid propellants.    How- 
ever, it permits a preliminary investigation of this very complex problem. 
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Nomenclature 

Rk temperature-independent coefficient of the frequency factor for 
the k-th reaction 

cx concentration of species  i   in the gas phase 

cp isobaric specific heat 

c„ actual number of moles of condensed material per unit surface 
area 

cs number of moles of activated complex per unit surface area 

d diameter of oxidizer crystal 

E gas-phase activation energy 

Ek activation energy for k-th reaction 

Es activation energy for gasification process 

f i body force on species  i  per unit mass of species  i 

g = dr /d £ 

h enthalpy per unit mass of fluid;   Planck's constant;   average 
flame height 

h(. enthalpy per unit mass for th< j^pndensed material 

hA enthalpy per unit mass for chemical species  i 

h'j1 enthalpy of formation of species  i  at reference temperature T 

k Boltzmann's constant 

K!, equilibrium constant for activation process 

L enthalpy ol gasification per unit mass 

m temperature exponent of product oi thermal condu.tivity and re- 
action rate 

m mass burning rate per unit area 

n overall order of the gas-phase reaction 

P permeability of porous plate 

p hydrostatic pressure 

p total pressure tensor 

pL, equilibrium vapor pressure 

p^ pressure on downstream side of plate 

i 
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q 

q 

9« 

qs 

«! 

r 

R° 

T 

r 

T° 

T; 

Tr, 

T. 

Tp 

T« 

U 

v 

w 

vv, 

X 

X . 

energy released pi r gram of product formed in a reaction 

energy flux vector 

total energy per unit surface area per second lost from condor 
sed phase 

radiant heat flux vector 

heat less (per unit area per sec) by radiation from the surface 

partition function of the unexcited surface molecules 

partition function of the complex (with translation in the reaction 
coordinate and ground-state energy factors removed) 

vibrational partition function 

linear regression rate 

universal gas con;  ant 

temperature 

shear stress tensor 

reference temperature 

flame temperature 

adiabatk /lame temperature 

initial temperature of solid 

plate temperature 

surface temperature 

unit tensor 

fluid mass-average velocity 

diffusion velocity of species  i 

mass rate of production of products per unit volume 

mass rate of production of species  i  per unit volume by chem- 
ical reactions 

surface mass rate of production species  i  per unit area 

ve!oc;ty of control surface 

mol^ fraction of chemical species   i 

mole fraction of chemical species  j 

mass fraction of chemical species   i 



Y/ 

a. 

K 

A 

A 

"i   k> "i   k 

P 

P' 

Script Letters 

T» i 

> 
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dimensionless quantity defined in Eq.6-23 

surface accommodation ("stitKing") coefficient for species 1 

exponent determining the temperature dependence of the freq- 
uency factor for the k-th reaction 

flame height;   distance in the reaction coordinate at the col over 
which the complex is assumed to exist 

mass flux fraction of species  i  in the gas 

coefficient of bulk viscosity 

dimensionless (constant) burning rate eigenvalue (see Eq. 6-39) 

thermal conductivity 

coefficient of (shear) viscosity 

stoichiometric coefficient for species  i  appearing as a reactant 
and a product, respectively, in reaction  k 

dimensionless independent variable defined in Eq.6-34 

fluid density 

mass per unit surface area 

density of condensed phase 

dimensionless dependent temperature variable defined in Eq. 
6-33;   average time for a complex to decay to gas-phase prod- 
ucts. 

dimensionless reaction rate function (see Eq.6-40) 

surface 

symbol for chemical species  i 

binary diffusion coefficient for the species pair  i  and j 

thermal diffusion coefficient for species i  in multicomponent 
gas mixture 

molecular weight of the gasifying species 

average molecular weight 

molecular weight of chemical species  i 

volume 

gradient operator 
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Superscripts 

T 

Subscripts 

c 

f 

g 

j 

J 

k 

s 

1 

transpose of tensor 

conditions in the condensed phase 

conditions at x = oo 

conditions in the gas phase 

a chemical species 

a chemical species 

a chemical reaction 

conditions at x = 0-f 

i eactant that vanishes when the reaction goes to completion 
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Theories of Steady-State  Solid Propellant 
Combustion 

1.   Basic Equations of Aerothermochemistry 

1.1. Introduction 

The most accurate theories of the steady-state combustion of solid pr ope Hants are 
based on tht1 full equations of aerothermochemistry.    At this point, it is therefore 
necessary for us to introduce these basic equations.    Time dependences in the 
equations are not needed in the present chapter.    However, unsteady phenomena 
are considered in later chapters and the unsteady terms introduce little additional 
complexity into the full equations.    Therefore the time-dependent equations will be 
developed here. 

In Section 2, after discussing some of the early models for combustion of double 
base pi opellants, the equations of aerothermochemistry are applied to the analysis 
of steady-state combustion of homogeneous solid propellants.    Adiabatic combust- 
ion is analyzed first and then the effects of heat losses are considered.    Theories 
of the decomposition of ammonium nitrate and ammonium perchlorate are treated 
in Section 3.     Various mechanisms for combustion of composite solids are reviewed 
in Section 4 and metal combustion is considered in the final section.    In all of these 
studies, truly acceptable theories must recognize and satisfy the equations of aero- 
thermochemistry. 

1.2. Origin of the Equations 

Equations governing the conservation of mass for each of the chemical species, 
momentum and energy are required.     The viewpoint either of continuum mechanics 
or of kinetic theory may be adopted in deriving these equations.    Some references 
to the development of the continuum viewpoint for multicomponent gases may be 
found in Ref. (1);   the kinetic viewpoint was developed through the work of many in- 
vestigators, a number of whom are cited in Ref. (2).    The continuum approach pro- 
vides a macroscopic interpretation of the nature of the interactions among the var- 
ious species in the multicomponent fluid.    The kinetic approach provides molecular 
interpretations for the macroscopic variables and is essential for relating the phen- 
omenological transport coefficients to the molecular interaction potentials.     The two 
viewpoints are therefore complementary and both approaches are of interest.    How- 
ever, neither of the developments are brief enough to be presented here.     There- 
fore, the reader is referred to the literature for derivations of the governing equat- 
ion (2) (3).     We shall merely quote the equations of aerothermochemistry and then 
offer explanations of the terms that appear in them. 

1.3. Integral Form of the Governing Equations 

In an inertial reference system for a fluid in three-dimensional Euclidean spice, 
consider a volime abounded by a surface a, the points of which move with velocity 
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& which may be a function of time*    If P is the density of the fluid and v is its 
(mass average) velocity, then conservation of mass for the fluid contained in T 
may be written as: 

4- ( (pdr)  + f„p(v-    k)' nda   =,   0, (Eq, 6-1) 
dt      * 

where &is the outward pointing normal to the surface a. The first term in Eq. 6-1 
is the time rate of increase of mass inside ¥'; the second term equals the mass per 

second flowing outward across the boundary a, due to the motion of the fluid and the 
motion of the boundary. 

The integral form of the equation for conservation of momentum (N< wton's law) for 
the fluid inside 7 is 

N(Eq. 6-2) 
d_ 
dl 

N (Eq. 6-2) 

(frp .Yd*')* XrP,Y[lX.-i)\Q]<U= - JaP- &d" + .tfP Z  YiXidr 
1=1 

where p is the total pressure tensor (including the shear stress tensor  T and the 
product of the hydrostatic pressure p with the unit tensor U, i. e., p  = p U + T ), Y± 

is the mass fraction of species  i  in the fluid andXi is the body force on species  i 
per unit mass of species i.     The quantity  ^   Yi f j   is clearly the total body force 

per unit mass acting on the fluid.    The total number of chemical species in the fluid 
is N,     In Eq. 6-2, the sum of the time rate of change of momentum of the fluid con- 
tained in 7 and the net rate at which momentum flows out of ?'across <* (due to the 
motion of the fluid and of a) has been equated to the sum of the surface forces and 
the body forces acting on the fluid contained in 7'. 

Conservation of energy (the first law of thermodynamics) may be expressed in the 
form   : 

d 
dt 

1 a HHh-^>h Mh^T2)[M)-<Md' 
I (Eq. 6-3) 

= -   f q- nd/7-   /„vp- nd* + f,pY YIJU* (v + Vjd?" 
"~ 1=1 ~ 

Here h is the enthalpy per unit mass of the fluid, so that h - -*•   is its internal ener- 

gy per unit mass.    The e. °rgy flux vector is denoted by q and v2 represents the 
square of the magnitude of £.    The symbol  Yi denotes the diffusion velocity of 
species  i, thus implying that the (mass-average) velocity of species  i  is x, + Y^ 
The five terms in Eq.6-3 represent the time rate of increase of internal plus or- 
dered kinetic energy of the fluid contained in 7, the rate at which internal plus 
kinetic energy flows out of 7 across its surface a, the rate at which energy flows 
across a into 7 due to heat conduction, diffusion and radiation, the work done on 
the fluid inside 7 by surface forces and finally the work done on the fluid inside Y 
by body forces. 

In integral form, the equation for the conservation of mass of a particular chemical 
species  i   may be written as   : 

5j_ JrpY&T)*  LpYifc+lCi-i)- Äd"=/rWid7, i=l,...,N,(Eq.6-4) 

where the mass rate of production of species  i  per unit volume by chemical re- 
actions is denoted by wt.     Here the rate of increase of mass of species  i   inside 
the volume >, plus the net rate at which mass of species   i  flows out of 7 across 
ftg surface a (due to mass-average fluid motion, diffusion of species  i  and motion 
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of the surface), is equated to the mass rate of production of species  i  inside > . 
N N N 

Since    £    Yi  -   1 by definition of Yv     £   Yt %±= 0 by definition of v and £ w4   = 0 
i-l i=l i=l 

due to conservation of mass in chemical reactions,   by  summing Eq. 6-4 of 
all species  i  we obtain Eq. 6-1, thus implying (in view of the vector character of 
Eq. 6-2) that Eqs. 6-1 to 6-4 constitute N + 4 independent integral conservation equa- 
tions. 

Before writing down the appropriate expressions for the transport and chemical rate 
terms, we shall derive the differential forms of the governing equations from Eqs. 
6-1 to 6-4. 

1. 4.   Differential Form of the Governing Equations 

Two mathematical identities are needed in deriving the differential forms of the 
conservation equations from their integral forms.     Vhe first is the observation that 
for any scalar, vector or tensor function of space and time f(&, t), the time rate of 
change of its integral over J is   : 

^   (lrW)= U §f +   ./*'fe ' *) d«. (Eq. 6-5) 

The second is the divergence theorem for any vector (or tensor) function of space 
and time, £(&,t), viz., 

fal- fiP> = /;V  .£d/, (Eq. 6-6) 

where V is the gradient operator.    It is also necessary to realize that, since the 
volume r~is arbitrary, an equation of the form ./, fd /'= 0 can be satisfied if and 
only if f = 0. 

In Eq. 6-1, we may employ Eq. 6-5 with f = p and Eq. 6-6 with £ =Pv, thereby 
obtaining  : 

ap/at+ v- (pyj= o (Eq. 6-7) 

as the differential form of the overall mass conservation ('continuity') equation. 
Through similar operations, Eqs. 6-2, 6-3 and 6-4 reduce to   : 

ax/M + X;- *X = -YP/P  ' fr T)/p  + S    Yi^i 
i- *• 

(Eq. 6-8) 

and: 

Mh4)n-44)^i-;n-^(^ 
(Eq. 6-9) 

(1Y/-1+V ' J Yj ^ w,/p- [V- (p Y. Xi>|/P •  ii:1»   •••>  N.       (Eq. 6-10) 
Equation 6-8 is obtained from Eq. 6-2 by employing Eq. 6-5 with f - p v ana Eq. 6-6 
with I - P + P&V, then utilizing the fact that ? is arbitrary and finally simplifying 
the terms   rlpy/dt ♦ V* (pvy.)by using Eq. 6-7.    In deriving Eq. 6-9, use is made of 
Eq. 6-5 with f - p (h   ~p/p + v2/2), of Eq. <J-6 with X = P Y_ (h - p/p + v2/2) h a + ¥ ' p » 
and of Eq. G-7 for simplifying the terms 3 /at (p (h + v2/2)| + *7-jp v(h + v2/2)].   The 
definition  p    pU + T and well-known properties of the unit tensor are used in deriv- 



342 

ing both results appearing in Eqs. 6-8 and 6-9.     To obtain Eq. 6-10 from Eq. 6-4 
involves employing Eq. 6-5 with f = p Yi? Eq. 6-6 with £ = pYi (v +  VA ) and Eq. 6-7. 

1.5.   Transport Phenomena;   Reaction Rates 

There are many more dependent variables appearing in Eqs. 6-7 through 6-10 than 
there are independent equations.     Additional equations of two different types are 
required for interrelating these variables.    One type consists of the thermodynamic 
relations among the properties of the fluid medium;   these are given in the following 
section.     The second type, which is considered here, involves transport and i^te 
phenomena. 

We might emphasize that Eqs. 6-1 through 6-10 are applicable to any fluid.     How- 
ever, thermodynamic properties and transport processes depend upon the molecular 
structure and the state of aggregation of the fluid.     Thus, some aspects of the equa- 
tions that we shall now begin to present will be different for gases, liquids, glasses, 
etc.     Molecular structure is understood sufficiently well to enable us to give de- 
tailed indisputable results only for rigid solids and for 'dilute', perfect, multi- 
component gases.     The appropriate equations for solids are relatively simple and 
can be obtained by simplifying and slightly modifying the equations for gases.   There- 
fore we shall consider only multicomponent ideal gas mixtures in the following dis- 
cussions.    Of course, many of the results will be applicable   at least approximately 
for liquids as well, when properly interpreted. 

The results concerning transport properties that we shall quote, all follow directly 
from the kinetic theory cf near-equilibrium dilute gases, as developed by Chapman 
and En-skog.    The justifiable approximation that molecular collisions may be treated 
in terms of a classical intermolecular potential, is employed.    Although the basic 
approach would be to calculate the intermolecular potential from quantum mechanics, 
this cannot be done except for the simplest molecules, and therefore approximate 
potentials are employed, with coefficients that are adjusted empirically to fit ex- 
perimental data on transport properties.    This procedure is very satisfactory, in 
that all transport coefficients are related rigorously to a small number of empirical 
constants.     For chemical reaction rates, the empiricism is nearly as satisfactory 
because only a small number of experimental constants appear in the rate formula, 
but the basis is not so sound since essentially quantum mechanical phenomena in- 
fluence the process in a variety of ways and seldom are the reactions near equili- 
brium. 

In Eqs, 6-8 and 6-9,  the shear stress tensor T is given by   : 

T= (J  ß -K ) (V- v)U-   U[ (Vv)+ (£V)T | (Eq. 6-11) 

for a gas.     Here ß is the coefficient of (shear) viscosity, K  is the coefficient of 
Lulk viscosity,  (VyJ denotes a dyadic product (a second-rank tensor) and the super- 
script T identifies the transpose of the tensor.     The quantity ß is independent of 
pressure and is proportional to a power of the temperature that generally lies be- 
tween 1/2 and 1;   an approximate formula for its dependence upon chemical com- 
position is given on p. 424 of Ref. (3).     The quantity K vanishes unless translaf- 
ionai-internal relaxation processes are of importance, in which case it is positive; 
K is zero for monatomic gases and also for polyatomic gases provided the relaxa- 
tion times are either very small or very large.    Tables of viscosi'.y coefficients 
are avail~Me for a number of gases.     Further discussion and some data may be 
found (2),  (4). 
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Tn Eq. 6-9, ihe energy flux vector q for a gas is; 

är % - A V T 
N 

hiYi¥i+ R 
N 

T £ 
N 

tti - Kj>»   (Eq.  6-12) 

where (JR denotes the radiant heat flux vector, \ is the coefficient of thermal con- 
ductivity, T denotes temperature. hi is the enthalpy per unit mass for chemical 
species   i,   Ru denotes the universal gas constant, Xi represents the mole fraction 
of chemical species j,  f»i is the molecular weight of chemical species i, ^ jjis 
the binary diffusion coefficient for the pair of chemical species  i  and j, and &T   i 
is the coefficient of thermal diffusion for species  i  in the multicomponent gas 
mixture.    The lour terms on the right-hand side of Eq. 6-12 represent the energy 
flaxes arising, respectively, from radiation transport, from heat conduction, from 
the energy transport incidental to the diffusion of the various chemical species 
across a surface moving with the mass-average velocity, and from the Dufour eff - 
ect, the heat flux process that is the inverse (in the sense of irreversible thermo- 
dynamics) to the thermal diffusion process.    The q^ term can be of importance 
when the system absorbs or emits radiation.    In the second term, which is often 
dominant particularly for solids, the coefficient \ is independent of pressure, is 
proportional to a power of temperature that generally lies between 1/2 find 1 for 
tmses and depends upon chemical composition in a rather complex manner (2) (4). 
The third term is readily understood to arise whenever diffusion occurs.     The last 
term, which in principle is present whenever thermal diffusion can occur, never- 
theless is ilmos* always negligibly small;   the coefficients appearing therein are 
discussed in the next paragraph where diffusion is considered. 

For a gas, the diffusion velocities Vi appearing in Eq. 6-10 are determined by the 
equations   : 

«■i,(S(«--')-(v^>wi1^«.-« 
i= 1. N. 

(Eq. 6-13) 

Equation 6-13 shows that concentration gradients can be maintained by diffusion, by 
a pressure gradient (for a species whose mole fraction differs from its mass frac- 
tion), by body forces (provided that the force per unit mass is not the same for all 
species) and by a temperature gradient (the Soret effect).     Derivations of Eq. 6-13 
may be found (2), (3).     When multiplied by the total hydrostatic pressure p, the 
binary diffusion coefficients 3fi jfor gases become functions of temperature alone 
and are proportional to T raised to a power lying between roughly 3/2 and 2;   thus, 
each 5* t j is inversely proportional to p and is independent of chemical composition, 
a faci which makes Eq.6-13 more appealing for gases than other diffusion equations 
employing composition-dependent 'multicomponent' diffusion coefficients.     The 
thermal diffusion coefficients ^*T ^ t appearing in Eq. 6-13 may be either positive or 
negative and are dependent on pressure, temperature and composition in a manner 
that, in general, can be rather complicated;   thermal diffusion is often negligible 
because, in most cases,  r'"T   i.fySfiJ ^0. I for all pairs  i  and  j.     Formulas and 
tables for binary and thermal'diffusion coefficients may be found in Refs. (2) and (4). 

According to the phenomenological laws of chemical kinetics, the chemical produc- 
tion term Wj appearing in Eq. 6-10 is given by   : 



344 

M / \        «k    -Ek/R°TN  /X*p\vi ■ 
*i=~i S     hi9k~ %k    BkT   ke n    ~rl   J> \ i=l,  ..., N, 

■k=i    V ' ,-ivn  1/ (Eq   6_14) 

where fJL k is the stoichiometric coefficient for species  i  appearing as a reactant 
in reaction k, v\ k is the stoichiometric coefficient for specie?3  i  appearing as a 
product in reaction k, Ek represents the activation energy for the k'th reaction, B^ 
is the temperature-independent coefficient of the frequency factor for the k'th re- 
action, and o^ denotes the exponent determining the temperature dependence of the 
frequency factor for the k'th reaction.    There are M different reactions occurring 
and N different species present in the system.    By definition, v^ k,   i/'ik, E^, Bk 
and ak are constants.    The last three of these constants must be'obtainea by ex- 
perimental measurements, although reaction rate theories may be employed to 
justify the empirical values   a posteriori  and also to provide limits beyond which 
the experimental values cannot lie.    Reviews of chemical kinetics may be found on 
pp. 358-339 of Ref. (3) and in Refs. (4-P). 

1.6.   Thermodynamic Relations;   Counting of Variables 

For an ideal gas, the equation of state is   : 

p = pR°T/W, (Eq.6-15) 

where   : 

N 
w = 

i=l X i=\ ' 

is the mean molecular weight.    The mole fractions are, of course, related to the 
mass fractions by the equation   : 

Xj  =  «rYi/wi,   i - 1,  ...,   N. (Eq.6-17) 

It is also true that for an ideal gas, the total enthalpy per unit mass for the mixture 
is related to the enthalpy per unit mass for the individual species, according to the 
formula   : 

N 
h   =  £     YJhi   . (Eq.6-18) 

i=t 

The quantities hi are functions of temperature alone in ideal gas mixtures;   specifi- 
cation of these functions along with Eq. 6-18, is equivalent to specifying the caloric 
equation of state of the system. 

Equations 6-15 through 6-18 constitute the additional relations that are needed to 
form a closed set of equations.    This can be seen by surveying Eqs. 6-7 through 
6-18.    Thus, we may, for example, choose p, x,, T and Y4 to be the principal set 
of dependent variables.     Equations 6-7 through 6-10 provide the correct number of 
independent conservation equations for determining these variables.     However, the 
additional dependent variables p,   r  ,   Xi> n, % , Yi anc* wi appear in these equa- 
tions.     The equation of state relates p to p , T and M, and the caloric equation of 
state relates h to T and Yi  (see Eq. 6-15, 6-16 and 6-18).    The reaction rate equa- 
tion (Eq. 6-14) relates \vi to the principal dependent variables in terms of presumed 
known reaction rate constants;   (note that Eq. 6-17 implies that Xjis related to Yx). 
The transport equations (Eqs. 6-11, 6-12 and 6-13) relate the variables,   T , q  and 
V. to 1L, q»   and the principal dependent variables (or quantities simply related to 
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them through Eqs. 6-15 to 6-18), in terms of transport coefficients, which are also 
known functions of the principal dependent variables.    Hence, we need only specify 
fj and q^ in terms of the principal dependent variables in order to obtain a closed 
set of equations.    These last two specifications depend on the nature of the body 
forces and the radiative processes.    Therefore we shall not give the appropriate 
formulas;   we merely note that in principle, Eqs. 6-7 through 6-18 constitute the 
closed set of governing equations for aerothermochemistry. 

1. 7.   Conservation Conditions at an Interface 

We conclude our discussion of the equations of aerothermochemistry by deriving the 
forms that the conservation equations assume at an interface.    These interface 
equations provide necessary boundary conditions in studies of solid propellant com- 
bustion.    They are by no maans the only boundary conditions that are needed in 
analyzing propellant burning.    However, they must always be satisfied at the bound- 
aries, either actively or trivially.    It is therefore rather important that the correct 
forms of the interface conservation equations be recognized. 

The interface conservation equations can be derived most easily from the integral 
forms of the conservation equations (Eqs. 6-1 to 6-4).    Let the volume T be in the 
shape of a thin slab, whose thickness approaches zero.    In the limit, the surface 
area «* consists of two parts of equal area, one located on each side of the interface 
of interest.    The outward normal at a point on one part of the surface approaches 
the inward normal at the corresponding point on the other part.    By identifying one 
side of the interface by the subscript + and the other side by the subscript -, we may 
therefore replace the integral over a by a single integral over the interface area <*x 

in the conservation equations.    Since /goes to zero in the limiting process des- 
cribed above, Eqs. 6-1 to 6-4 reduce to   : 

Ajp+(x^ -k)-P_(x,-i)j- Vi*=-lim  [■£ //Pdrj,(Eq. 6-19) 

/*, |P+^ [(\ - k} a+] - p. t L(V~- " *)' «J + (T+" T-)' K 

+ <p   -p )n J d*«llm [7 PS   Y^d^  -  -£ lpyjir],(Eq. 6-20) 

-v_.T_] • vL. =;lim [frf> $Jili'(Z+ W& fAh-p+^)dr] 
and: \ o (Eq. 6-21) 

= lim [ f  w.dr-  4   LpY±dr\  i=l, ..., N. (Eq. 6-22) 
•/'-»() I " ? Qt    * J 

Limits of volume integrals, appearing in Eqs. 6-19 to 6-22, account for events hap- 
pening at the interface.     For example, if mass is being accumulated at the inter- 
face, then lim (d/dt l^pdf]  / 0.    One may convert these volume integrals to sur- 

T'-.O r 

face integrals by defining properties per unit surface area and introducing delta 
functions in the coordinate normal to the interface.     For example, the mass per 
unit surface area may be defined as p', so that p = p'ö and the right-hand side of 
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Eq. 6-10 reduces to - d/dt   / «x p'do .     Seldom does mass accumulate at an inter 
face.     However, some of the limits of volume integrals are of importance.     For 
example,  .it a solid-gas interface, heterogeneous reactions often occur preferen- 
tially, so that   iim    / w^ir - \a\ w/cV*   / 0, where w{ is the surface mass rate 

of production of species  i   p r unit area.     For the saKe of generality, none of thr 
limits of volume integrals b.< e been omitted in Eqs. 6-19 to 6-22.    The physical 
meaning of each term in the equauons should be clear from the form shown. 

In the applications, numerous terms m E js.6-19 to 6-22 either are negligibly small 
or vanish identically,    in fact, it is often much easier to write down the appropriate 
interface conditions from simple ohenomenological reasoning instead of deriving 
them from the general equations.    Nevertheless, the general equations are useful 
as checks on the validity of phenomenological interface equations and as means of 
discovering what assumptions are implicit in an interface equation obtained pheno- 
mer.ologically.     Such a variety of simplified phenomenological interface conserva- 
tion conditions exist that we shall introduce them only when they are used and shall 
not attempt to enumerate them all here. 

2.   Theories of Homogeneous Solid Propellant Combustion 

2. 1.   Adiabatic Theories 

2. 1.1. History - It appears that two general theoretical approaches to the study 
of both homogeneous and heterogeneous solid propellant combustion can be identi- 
fied. One is the approach of the propellant chemist; the other is the approach of 
the aerothermochemist. 

In the first approach,  the emphasis is placed upon the character of the basic chemi- 
cal processes that occur at the molecular level.     An attempt is made to discover 
the precise chemical composition of the reactants, products and reaction intermed- 
iaries, the kinetic mechanism is studied in detail by utilizing every available tool 
and attempts are made to obtain the rate of each elementary step in the complex re- 
action mechanism.    Often this involves analyzing reactions among a few isolated 
components that occur in the process by placing these components in a controlled, 
usually low-temperature environment.   It is hoped that the knowledge gained from 
this type of theoretical analysis will provide the propellant chemist with the key 
ideas that he needs for the synthesis of new propellants and for the chemical modi- 
fication of existing propellants to improve their ability to perform various pres- 
cribed missions.    Indeed, regardless of whether the theories of the propellant 
chemists are right or wrong (and, we might point out here that there is great un- 
certainty as to the correctness of every existing theory of this type, simply be- 
cause the chemical structures and kinetic mechanisms are always so complex), 
nevertheless it is these theories that have been responsible for most of the im- 
provements in the state of the art of solid propellants, particularly for homogeneous 
propellants. 

In the second approach, the emphasis is on the fluid mechanical and heat and mass 
transfer processes that occur in propellant combustion.     Although the governing 
equations employed can, in principle, account for all of the elementary chemical 
processes that may occur, in practice this is always too difficult to accomplish and 
therefore the chemical kinetics are idealized by hypothesizing a few overall rate- 
contrnlling processes.     Various models of the fluid dynamical system are analyzed, 
subject to a variety of assumptions concerning the rate-controlling chemical pro- 
cesses, in an effort to obtain agreement between theory and experiment.     The ad- 
vantage of this approach is that non-chemical processes, e.g. heat conduction, 
diffusion, fluid flow, etc, which often escape detection in the classical chemist's 
approach are not onlv discovered, but also analyzed relatively accurately by this 
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method.     Indeed, under the high-temperature conditions of actual motor combust- 
ion, these processes are often of paramount importance and modify the dominant 
chemical kinetic mechanisms considerably.     Aerothermochemical considerations 
have pointed out a number of related experiments that can be performed to clarify 
the burning mechanism and also have produced a number of suggestions that have 
been found useful for improving propellant performance by modifying physical pro- 
perties of the propellant.     Thus, the two approaches are complementary and both 
have been found useful. 

We shall concern ourselves principally with the aerothermochemical approach, 
touching only briefly on a few aspects of the approach of the propellant chemist. 
Aerothermochemical analyses of homogeneous solid propellant combustion had 
their inception in the primitive (by current aerothermochemical standards) works 
of Rice and Ginell (9) and of Parr and Crawford (10).     These studies beg?n in the 
early 1940's and matured in close collaboration with experimental homogeneous solid 
propellant development work during and aiter the Second World War.     More recent- 
ly,  many such analyses have been completed.     It is these later analyses with which 
we shall principally be concerned.     However, we shall describe briefly the models 
of Refs. (9) and (10) before presenting the later studies. 

2.1. 2.   Theories of Rice and Ginell and of Parr and Crawford   -   The Rice and 
Ginell model of the reaction zone for steady combustion of a homogeneous propell- 
ant postulates a gas-phase reaction zone, well removed from the propellant sur- 
face, a 'fizz' reaction zone in the gas adjacent to the propellant surface and a rate- 
controlled surface decomposition process.     The model differs from that shown in 
Fig. 6-1 only in that the distributed 'foam' zone is not present.    Separate analyser 
of each of the three spacially separated processes must be combined appropriately, 
in order to describe correctly the overall combustion process. 

The Parr and Crawford model of the reaction zone for steady combustion of a homo- 
geneous propellant is illustrated in Fig. 6-1.     It differs from the model of Rice ana 
Ginell only in that the surface decomposition process is replaced by a distributed 
'foam' reaction zone, in which exothermic proc  sses and partial gasification cf the 
solid occur.     The model is similar to the one that was described in Chapter 5, Sec- 
tion 2 and was obtained from experiments carried out more recently on Cordite. 

It is apparent from Fig. 6-1 that even the earliest models for the combustion of a 
homogeneous propellant were complex.     Furthermore, the picture of exactly what 
reactions occur in each of the illustrated reaction zones was not very clear.    The 
complexity of the models and the primitive stage of development of aerothermo- 
chemistry at the time that the models were developed, necessitated rather inaccur- 
ate analyses of each cf the reaction zones, so that the theoretical results might now 
be termed 'qualitative'. 

Nevertheless, as exemplified by Fig. 6-2, close agreement between theory and ex- 
periment was often obtained from ^hese models.    This agreement was achieved by 
empirically adjusting the values of one or more parameters that govern the proces- 
ses occurring in each of the reaction zones.     The temperature rise across each 
zone, the overall activation energy for the reaction occurring in each zone and the 
overall frequency factor for each reaction were the principal parameters of the 
theories.     Some of these parameters were susceptible to measurement but others 
had t^ be chosen to provide the best fit with experimental burning rate data.     It is 
therefore understandable that the close agreement between theory and experiment 
shown in Fig. 6-2 was obtained even though the analyses of each of the reaction 
zones were not very accurate. 

Curiously, later analyses of homogeneous solid propellant combustion exhibit 
trends toward simpler models than those of Rice and Ginell and of Parr and Craw- 
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Fig. 6-1    Schematic representation of the model employed by Parr and 
Crawford for the combustion zone for a double-base propellant, 
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ford.    The simpler models do not necessarily suppose that the regions identified 
by the earlier workers are not present;    instead, they suggest that the burning rate 
and other measurable properties of the burning propellant can be obtained from 
analyses, in which certain of the effects studied by the earlier workers are neglec- 
ted.    For example, it has been suggested lhat the distributed "foam" zone is not 
essential and that the two-stage gas-phase reaction region can be combined into a 
single gas-phase reaction zone.    The advantage of simplifying the models is that 
modern, accurate aerothermochemical analyses of the simplified systems can 
readily be carried out, so that the theoretical predictions are tiea much less 
questionably to the model employed.     It then becomes possible to state with much 
greater certainty whether or not a given model is valid. 

These improvements, contained in the models to be discussed in the following sec- 
tion, reduce the number of adjustable parameters whose values may be chosen in 
order to provide the best fit between theoretical and experimental burning rates. 
However, they do not eliminate adjustable parameters entirely.     Empirical meth- 
ods are still needed for obtaining burning rates and other steady-state combustion 
properties of homogeneous solid propellants. 

Be'ore proceecung tc discussions of the later theories, we should emphasize that 
the more recent studies of homogeneous propellants are concerned primarily with 
exothermic solids that are employed as oxidizer components in composite propell- 
ants (e.g., ammonium perchlorate), while the investigations that we have been dis- 
cussing in this section pertain to classical double-base propellants (nitrocellulose 
and nitroglycerin, plus stabilizers, other plasticizers   opacifiers, burning rate 
catalysts, etc.,.    This is an important practical dis'mction, because attempts to 
apply the later analyses to classical homogeneous double-base systems have not 
been made, although in principle   such applications are quite feasible.    Thus, 
practically everything we know about the theory of steady combustion of double-base 
propellants stems from the models of Rice and Ginell and of Parr and Crawford, or 
else from slight extensions of these models.    A great deal of information is known 
about the low-temperature decomposition of nitrocellulose and nitroglycerin and 
many plausible suggestions based on this and other information have been made 
concerning the nature of the processes that occur in the various zones illustrated in 
Fig. 6-1.    We shall not pursue this material hsre.    The reader is referred to 
other reviews (11-14) for thorough discussions of these topics. 

2.1.3     theories of Johnson and Nachbar and of Spalding 

2. 1.3. 1.   Definition of the Johnson-Nachbar Model   -  Johnson and Nachbar (15) 
considered the steady, one-dimensional deflagration of pure ammonium perchlorate 
monopropellant and employed the model illustrated in Fig. 6-3.    They accounted for 
a one-step overall exothermic chemical reaction in the gas and an unopposed heter- 
ogeneous pyrolysis process at the surface of the solid.     A model of this type had 
previously been suggested and analyzed by Rosen (16);   Johnson and Nachbar devel- 
oped a more accurate method of calculation than that of Rosen, accounted for heat 
losses which were neglected by Rosen and made comparison between theory und 
experiment (see Section 2,2).     Therefore we shall nov, discuss the adiabatic version 
of the theory of Johnson and Nachbar in some detail. 

In the model illustrated in Fig. 6-3, the condensed material moves in the +x direc- 
tion with the steady velocity   : 

r   -  rii/Vv   cm /sec 

The principal objective of the theory is to obtain an expression for r, the 'linear 
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regression rate' of the pr t,  :n terms JI the underlying ph   ücochemical and 
chemical kinetic   •  ^erties of the system. 

The next few p ages will be concerned solely with the analysis of the processes that 
occur in the gat, phase.    After solving the gas-phase problem   we return to a con- 
sido- 'ion of the gasification process and of heat conduction in the solid phase, in 
order cO obtain the complete solution for the regression rate. 

2.1.3.2.   Basic Equations Governing the Gas-Phase Problem   -  In ehe gas phase, 
a me-step reaction is postulated and the notation of Section 1 is employed, with 
M - 1 and with the reaction index k omitted for brevity.     The notation: 

N 
Y<*   ={v! - u*)m./ S    v*mA% i= 1 N. (Eq.6-23) 

j=1    j    j 

is introduced.    Constant and equal isobaric specific heats cp are assumed for each 
species, so that the enthalpy per unit mass for each species is given by   : 

hx =  hj   +  cp(T -T°),   i   =   1,  ..., N   , (Eq.6-24) 

where h° is the enthalpy of formation of species  i  at the reference temperature T°. 
The energy released per gram of product k   nod In the reaction is then given by   : 

N 
q= - S    Y*h\   . (Eq.6-25) 

For this problem, the steady-state one-dimensional forms of the conservation equa- 
tions, applicable in the region xX), (Eqs.6-7, 6-8, 6-9 and 6-10) reduce to   : 

(Eq.6-26) 

(Eq.6-27) 

= qw (Eq.6-28) 

and: 

P v =  m = constant  , 

p -  constant 

m< dT 
!p"Hx 

d 
dx (- 

dT \ 

rn 
dYA 

"dx  " -( dx \ 
p3> 

dY4v 

"dx / 
(Eq.6-2P) 

respectively, where the mass rate of production of products per unit volume is de- 
fined as   : 

w   =  Wj/Y* (Eq.6-30) 

which is seen from Eq.6-14 to be independent of  i.    In deriving Eq.6-27, bedy 
forces are neglected, and it is assumed that the Mach number of the flow is small 
compared with unity (v2 '< p/p), as is generally truo for solid deflagration.     Deri- 
vation of Eq. 6-29 involves, in addition, neglecting thermal diffusion and pressure 
gradient diffusion and setting all binary diffusion coefficients equal to 9, so that Eq. 
6-13 reduces to Fick's law, 

Y1V1= -   &V\\   i=l,  ..., N. (Eq.6-31) 

Since the derivation of Eq.6-31 from Eq.6-13 is not entirely trivial, the reader may 
wish to carry out the development himself. 
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Finally, 'n deriving Eq. 6-28, all of the previous assumptions and results are em- 
ployed and furthermore, the radiative heat flux term is neglected in Eq.6-12;    al- 
though tedious, the manipulations are straightforward and therefore will not be re- 
produced here. 

2.1.3.3. Boundary Conditions for the Gas-Phase Problem   -   Boundary conditions 
for Eqs. 6-28 ai.d 6-29 at x = °o are that all gradients vanish (d/ck - 0).    The flux 
fractions at x = Of are determined from the composition of the propellant and the 
oerall stoiehiometry of the surface gasification process (via the appropriate form 
of Eq. 6-22);   thus, the quantities  : 

(v-.fi**) = c.f i=l. .  ., N, 
\  i       m     dx   /I  x=o+        l 

are presumed known for all species.     For convenience, we shall let the subscript 1 
identify a reactant that vanishes when the reaction gioes to completion.    Then, in- 
tegration of Eq.6-29 from x = 0+ to x = & yields    fQ    wdx = - (el/Y*)mt thus imply- 
ing that integration of Eq. 6-28 over the same range fields  : 

(^„»■»[-^-«p«-1-»]' (Eq-6-32) 

where the subscripts  f  and  s  identify conditions at x - to and at x = Of respective- 
ly.    If it is assumed that Tf and Ts are known, then Eq. 6-32 may be employed a3 a 
boundary condition for Eq. 6-28.    In analyzing the gas-phase processes, we shall be 
able to employ Eq.6-32 as a boundary condition, although determination of the corr- 
ect value of T8 (and also of 1^ when heat losses occur) requires considering the 
kinetics of t'■■*** surface reaction. 

2.1.3.4. rdmensiciless Mathematical Formulation of the Gas-Phase Problem   - 
Next, we define the dimensionless dependent temperature variable: 

T  := 1 + Y{   Cp (Tf - T)/€tq (Eq.6-33) 

and the dinensionless independent variable  : 

x 
t   s   /      (mcp/X )dx . (Eq.6-34) 

In terms of these variables, Eqs. 6-28 and 6-32 become    : 
\ Y * 

T' - T"   = - w (Eq.6-35) 
m2 c e, 

and: 

T'  (Of) =  T (Of),    T (co) = 1, (Eq.6-36) 

where a prime implies a derivative with respect to Z and the last boundary condition 
is implied directly by Eq. 6-33.     If (w X ) is a known function of i, then m can be 
shown to be an eigenvalue of Eqs. 6-35 and 6-36. 

However, the functions w and A depend upon composition as well as temperature. 
If as a final restrictive assumption, we postulate that the Lewis number is unity, 

Cpp D= X    , (Eq.6-37) 

then we can solve explicitly for the composition as a function of T, thereby render- 
ing (w A ) a known function of T.   It can, in fact, be seen directly by substitution that 
the solutions   : 
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Yi^i " A   ^iT/Yi*   , i= i,  ..., N (Eq.6-38) 

satisfy Eq. 6-29 as well as previously stated conditions at x = 0 + , provided that Eqs. 
6-35  to  6-37 hold true.    Therefore, by using Eqs. 6-33 and 6-38 to relate temper- 
ature and composition lo T , we can obtain an eigenvalue problem (Eqs. 6 35 and 6 
36) for m, involving a single ordinary differential equation. 

We shall introduce the definition   : 

XY,* 
 w=Aw, (Eq.6-39) 

• 2 m  cp€l 

in which A is a dimensionless constant and u> is a dimensionless function of r.   Both 
A and u) are taken to be nonnegative (note that Y* is negative).    The unknown quan- 
tity rn is made to appear only in A , so that A~   l/riv* and UJ is independent of m.   The 
quantity A then becomes the dimensionless eigenvalue.     The order of magnitude of 
A is chosen in such a way that the maximum value of the function u>(r) is of the order 
of unity.    It can be seen from Eqs. 6-14 and 6-33 that the function u> ( T) will be 
approximately of the form   : 

u> » T»  (1 - T )n exp|-0(l - T )/(a + r )| (Eq.6-40) 

where a, ß, m and n are positive constants, all roughly of the order unity except ß , 
which is something like Ek/R°Tf and is therefore usually large compared with unity 
(perhaps of the order of 20).    We shall not give explicit expressions for a, ß , m 
and n because such expressions depend upon exactly what approximations are made 
for the temperature and composition dependences of X and w.    It ;s sufficient to 
note that a> is very small at small values of r,   rises to a maximum of the order of 
unity at a value of r somewhere between about 0. 75 and 1 and then drops to zero at 
T = 1.    An explicit expression for the constant A also depends upon what types of 
assumptions are made for X and w, and therefore will not be given;   it is always 
equal to a characteristic reaction rate (mass rate of production of product) multi- 
plied by a characteristic value of p D and divided by m2.    The substitution of Eq. 
6-39 into Eq. 6-35 produces a neat form of the eigenvalue problem, governing the 
gas-phase processes. 

The two-point boundary-value problem with eigenvalue A, defined bT' Eq.6-35 (after 
the substitution given in Eq. 6-39) and by Eq.6-36, has been studied at great lengths 
by laminar flame theorists because precisely the same differential equation and 
boundary conditions arise in the problem of calculating the flame speed of a purely 
gaseous combustible.    As a consequence of thes^ studies, a wide variety of approx- 
imate solutions are available (3).    We state the simplest approximate analytical 
solution for A, originally obtained by Zeldovich and Frank-Kamenetski, viz., 

A = (02/2)[a/(l + Q)]2    . 

This is an asymptotic formula which becomes increasingly accurate as the value of 
ß increases. In view of the definition of A, this expression constitutes an explicit 
formula for the burning rate;   it implies the proportionalities   : 

/ ;  n/2       -  K   /2fi°T 
m^ywx/Cp   ~ p       c       v t 

the last part of which gives the approximate dependence of m on p* °ssure and flame 
temperature.    Here n is the overall order of the g^o-phase reaction and Ey is the 
overo.M activation energy.     Approximate formulas of this type '-ere used in the 
earliest studies of propellant combustion (9),  (10).    A number of objections to their 
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use can be raised.     For example, no dependence on the surface temperature TH 
appears in them but the correct solution does depend on T8.    furthermore, the 
correct solution produces a different pressure dependence fdr mthan shown by the 
preceding proportionality.    Therefore, an incentive exists to develop more accur- 
ate methods for solving Eq.6-35 in homogeneous propellant combustion problems. 
We snali now describe one of the more accurate procedures that is available. 
Corresponding procedures are applicable to purely gaseous systems (3). 

2.1.3.5.   Bounds for the Solution to the Gas-Phase Profc" -»m   -  Johnson and Nach- 
bar developed an accurate method for solving the eigenvalue problem specified by 
Eqs.6-35, 6-36 and 6-39 (15), (17).    They treat   : 

g  = r' OEq.6-41) 

as fcha dependent variable and r as the independent variable. There is precedent in 
laminar flame theory for this and other transformations (3). Equations 8-35 and 6- 
36 then become  : 

g - gclg/d T =Ao)(r) (Eq. 6-42) 

and : 

g(T8)   = T9  ,       g(l)   =  0   , (Eq.6-43) 

where TS is the value of T at   £ = G>.    The procedure of Johnson and Nachbar in- 
volves deriving rigorous upper and lower bounds for A from Eqs.6-42 and 6-43. 

Integration of Eq. 6-42 from TS to 1 yields  : 

A/r   wdT=Ts
2/2+f     gdr   , (Eq.6-44) 

where use has been made of Eq. 0-43.    Dividing Eq. 6-42 by g and integrating from 
r£ to T gives  : 

T 

g^ T  -A/     fr,/g)dr  • (Eq.6-45) 
's 

By substituting Eq. 6-45 into the integral on the right-hand side of Eq. 6-4'   it is 
Tound thai   : 

A/     wdT=4-A/T      f     [w<T')/g(r')]dT'dT, 
's » 's 's 

which becomes 

2A Su    u> [l     (—/)]   *r * i (Eq.6-46) 

when the doubJe integral ip reduced to a single integral, through integration by parts 
Equation 6-46 can be used to determine an upper bound for A . 

Equation 6-42 may also be written in the form   : 

dtg2 )/d T - 2(g2 )/g • 2 A u>, (Eq 6-47) 

which resembles a linear equation for g2.    If then equation 6-47 is multiplied 
by expl - 2 Jr   (l/g)dr  |;   then it is found lhat 
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Tr !*•«*[- 2^ (J) «]\ - - 2Au,exp[- |£ (|)dr],       (Eq.6-«> 

as can be seen by expanding the derivative on the left-hand side of Eq. 6-48 by parts. 
Integrating Eq. 6-48 from TS to 1 and employing the boundary conditions on g yields: 

2 A  (--V)  /   Wexp [- 2,/T (1) dr = 1 (Eq.6-49) 

after dividing by r«? .    Equation 6-49 can be used to determine a lower bound for A . 

Since io, (1 - r) and g are all non-negative, it is clear that by substituting an upper 
bound for g( r) into Eq. 6-46 a lower bound for the integral is obtained, and the re- 
sulting value of A given by Eq. 6-46 will be an upper bound.    On the other hand, 
substituting this same upper bound for g{r) into Eq. C -49 will yield a lower bound for 
A, because the inner integral will be a lower bound, implying that the exponential 
and therefore the outer integral assume upper bounds.    Equations 6-46 and 6-49 can 
therefore be used to provide limits between which the eigenvalue must lie. 

r 
Since A /    (u>/g)dr ? 0, it follows from Eq.6-45 that   : 

g •- T    . (Eq.6-50) 

Hence r may be used for the upper bound of g in Eqs.6-46 and 6-49.    Equation 6-46 
then implies that   : 

A  ^   |2/T    (u>/r)drj        , (Eq.6-51) 

and Eq. 6-49 shows that   : 

[1 T -l 
2/T    (o>/r2)dT (Eq.6-52) 

after the inner integration over r is performed.    Equations 6-51 and 6-52 constitute 
explicit rigorous bounds for the burning rate eigenvalue A. 

It is Eqs. 6-51 and 6-52 that Johnson and Nachbar employed in analyzing ammonium 
perchlorate deflagration.    However, before proceeding further with this applicat*'on, 
wc shall briefly present the iterative method, developed later by Johnson and Nach- 
bar (17), for obtaining the exact solution to the eigenvalue problem. 

2.1.3. 6.   Iterative Solution of the Gas-Phase Problem       Integrating Eq. 6-45 from 
rs to T yields  : 

1    ,_>     -*i     .   rT   r7'  «<T") 
JTB 2 JTS 

JTa    g(r") 

-  £<T»-T»)-A /*   (r   -T')^j  dr'   , (Eq.6-53) 

where the last equality is obtained through integrating the last term by parts.     In- 
tegrating Eq.6-42 from TF to r gives   : 
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Kö/2 = rs
2 / 2 - A   il   wdT + /J"  gdr    , (Eq.6-54) 

which becomes 

p^r2 - 2A jl    w(T'){[(r  - T')/g(T'), + l}   dr' (Eq.6-55) 
'S 

when Eq. 6-53 is substituted into the last term.    Equations 6-49 and 6-55 provide 
the basis for the iterative procedure. 

An upper bound for g(T) is substituted into Eq. 6-49 in order to obtain a lower bound 
for A .    If this value : f \ and the upper bound for g( T) are substituted into the right- 
hand side of Eq. 6-55, then, since the integral in Eq. 6-55 will clearly assume a 
lower bound, the right-hand side of Eq. 6-55 will assume an upper bound, and hence 
a new upper bound for g2(r) will be given by Eq. 6-55.    The fact that the resulting 
new upper bound for g(r) is lower than the previous upper bound requires proof by 
mathematical induction. 

It is obvious that if g =r is used as the first approximation, then the second approx- 
imation obtained from Eq. 6-55 will be a lower upper bound.    The induction proof is 
then completed by using the assumption that the n'th approximation for g is a lower 
upper U :nd than is the (n-l)'th approximation, to prove that the (n+l)'th approxi- 
mation is a lower upper bound that the n'th approximation.    This last proof is ob- 
tained quite simply from Eqs. 6-49 and 6-55, since the fact that the n'th approxi- 
mation for g is lower than the (n-l)'th approximation immediately shows (via Eqs. 
6-49 and 6-55) that the right-hand side of Eq.6-55 used in obtaining the (n+l)'th 
approximation, is smaller than the right-hand side of Eq. 6-55 used in obtaining the 
n'th approximation.    Equation 6-55 implies that the (n+l)'th approximation is 
smaller than the n'th approximation.    Throughout this reasoning, Eq.6-55 could 
have been replaced by the simpler expression given in Eq.6-45;    however, con- 
vergence is usually slower when Eq. 6-45 is used instead of Eq. 6-55. 

The n'th approximation for g is then given by (see Eqs. 8-55 and 6-49)   : 

g|n]  =r2-2A[n_l]/Ts  w(T'){[(T-T')/g[ul](T')}+i}dT' ,        Qgq.6-56) 

where   : 

v*f ITT 'r.. "<^p [-»'TJTCTPJH *r 'Eq-6-57) 

In accordance with the preceding discussion,  is n -oo.grni(r) approaches the correct 
solution from above and Arn l approaches the correct eigenvalue from below.    It 
can also be seen that for each gin i(r) a value of A may be computed from Eq, 6-46 
and that the resulting sequence of values will approach the correct eigenvalue from 
above.    Thus, successively narrower bounds for the burning rate and successively 
smaller upper bounds for g = d r/d£ are obtained. 

The first estimates for the bounds of A given in Eqs. 6-51 and 6-52 are found to be 
quiti close together and therefore it appears likely that few iterations would be re- 
quired to obtain an exceedingly high degree of accuracy.    However, for most 
applications, Eqs. 6-51 and 6-52 alone are sufficiently accurate and it is unnecessary 
to employ the iterative method just described. 
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2.1.3. 7.   The Surface Gasification Process   -   It is apparent from Eqs.6-51 and 6- 
52, for example, that the solution which we have now obtained for m (through A) in- 
volves the unknown surface temperature Ts (through rs ) in addition to physico- 
chemical and chemical kinetic properties of the system.    We now proceed to cor. - 
sider the surface gasification process, in order to obtain an additional independent 
relationship between m and Ts , thereby determining the values of both of these 
parameters and the linear regression rate r, in terms of fundamental kinetic and 
physiochemical parameters 

Johnson and Nachbar (15), like Rosen (16), follow the precedent set by Wilfong, 
Penner and Daniels (18) in employing the formula  : 

-*/*' r s 
m   =  BSTS      e (Eq.6-58) 

for the surface boundary condition.    Here the constants B8, as and Es are inter- 
preted as reaction rate constants for the gasification process.    One justification for 
using Eq.6-58 for the deflagration of ammonium perchlorate is provided by linear 
pyrolysis data obtained with this material, which has been used in Eq. 6- 58 and yields 
numerical values for the rate constants.    The pyrolysis experiments to which we 
refer are discussed in Refs. (19), (20) and (21) and also in Chapter 5 Section 3.1 
and Chapter 6, Section 3.    Before proceeding to the results obf ined by combining 
Eq. 6-58 with the results of the gas-phase analysis, we shall discuss the theoretical 
basis of Eq. 6-58 and consider other possible surface boundary conditions. 

2.1.3.8.   Derivation of the Unopposed Surface Gasification Rate Law   -   Equation 
6-58 <s the phenomenological chemical rate law for an unopposed surface g?oifica- 
tion process given by the generic process 'condensed material — 'gaseous material', 
with Es denoting the activation energy and BSTS 

as  representing the temperature- 
dependent frequency factor.    It may be derived theoretically from the viewpoint of 
'absolute reaction rate theory' (22), for example.    For illustrative purposes, con- 
sider a one-component condensed material that sublimes in a one-step unimolecular 
process.    One may assume that, in order to enter the gas phase, a surface mole- 
cular must first pass through a thermodynamically identifiable state located at the 
col of a potential energy barrier and termed an activated complex.    One may furth- 
er assume that the activated complex is in "hemical equilibrium with the unactivated 
surface molecules and that the rate of gasifi     ion equals the rate at which the com- 
plex decays to gaseous molecules. 

If cs denotes the number of moles of activated complex per unit surface area and T 
is the average time for a complex to decay to gas-phase products, then the gasifi- 
cation rate is   : 

m   ,«cf/T    , (Eq.6-59) 

where *»is the molecular weight of the gasifying species.    According to the equili- 
brium hypothesis , 

4  =  K|xs   , (Eq.6-60) 

where K,    is an equilibrium constant for the activation process and c^ is the actual 
number of moles of condensed material per unit surface area.    As with ali surface 
equilibrium constants, K' can be expressed in terms of a ratio of partition funct- 
ions per unit surface area;   specifically, it is the ratio of the partition function per 
unit surface area for the complex to that for the unexcited surface molecules.    If 
we recall that the activated complex differs from an unexcited molecule principally 

w„       in that one of the vibrational degrees of freedom is replaced by a translational de- 
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gree of freedom, e.g., in the coordinate   irmal to the surface of the condensed 
material, then we may explicitly remove the extra translational degree of freedom 
from the complex and at th'  samp time remove the lactor representing the ground- 
state enei 0y >;*! the complex, thereby obtaining   : 

K* = (2TT^  kTs/h2)1/2 6 (q* /qs)e~"'S/ , (Eq.6-61) 

where k is Boltzmann's constant, h is Planck's constant, Es is the ground-state 
energy of the complex, qs is the partition function of the unexcited surface mole- 
cules, q/  is the partition function for the complex (with translation in the reaction 
coordinate and ground-state energy factors removed) and ö is the distance in the 
reaction coordinate at the col over which the complex is assumed to exist.     The 
quantity ß/r may be interpreted as the average molecular velocity in the direction 
of gasification at the col and may be assumed to be given by the Maxwellian (thermo- 
dynamic equilibrium) translational velocity formula   : 

6/T= (kTK/2ir"» )i/2   . (Eq.6-62) 

Combining Eqs.6-59 through 6-62 yields   : 

m   =  ^cs(kTs/h)(q^/qs)e"Ls/I{Ti: (Eq.6-63) 

as the formula for the gasification rate.     Equations 6-63 and 6-58 become identical 
when the empirical approximation   : 

«cs(kTK/h)(q^/qH)   =  BsT (Eq. 6-64) 

is made. 

3/2 Geometrically, cK     can be seen to be the number of moles per unit volume in the 
solid, whence, 

cs   --■   (pc/m) 2/3 (Eq.6-65) 

In the simplest case, the complex differs from an unexcited Su face molecule only in 
that one vibrational degree of freedom is converted to a translational mode.     If qv 
denotes the vibrational partition function that is converted, then  : 

q'f/q.s   -   lAiv (Eq.6-66) 

and Eq.6-63 becomes   : 

m   = ~*  l/:tpv 
2/J(kT;yh)(l/qv)e"   S (Eq.6-67) 

Equation 0-o7 provides a means for estimating the constants Bs and ors, in terms of 
the molecular strut lure of the condensed material.     However, the approximation 
given in Eq.6-66, which leads to Eq.6-67, is a gross oversimplification for many 
gasification processes.     For example,  rotational degrees of freedom of the complex 
may be vibrational modes (librations) of the normal surface molecule.     Therefore, 
it is best to use the more general expression given in Eq.6-64 for estimating Bs and 
(v ,.    In many applications, theoretical estimation of q jf /qs is so difficult that it be- 
comes expedient to measure m as a function of Ts, thereby determining Ds and as 
experimentally, then use Tq.6-64 to compute qs /qsl in an effort to ascertain how 
the structure of the activated complex differs from that of the normal surface mole- 
cule.     It should be apparent from this abbreviated discussion that although it in- 
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volvos a host of assumptions, absolute reaction rate theory is richly versatile in 
its abil.:y      describe a wide variety of rate processes.    We should emphasize that 
a formula .similar to Eq.6-63 can be developed for unopposed gasification processes 
of arbitrary order and complexity. 

2. 1.3.9.   The Surface Equilibrium Boundary Condition   -   The assumption of un- 
opposed gasification, which pervades iho proceeding discussion, need not necessar- 
ily be true.    It is entirely conceivable that in the defla ration of a solid, surface 
equilibrium conditions would prevail at x - 0 in Fig. u-3.     If the overall surface 
process is   : 

N 

condensed material  ~*Z    i>/'  STl    , 

where Y i is the symbol for chemical species   i  and, if it is assumed that the gas- 
eous material behaves as an ideal gas, then the surface equilibrium condition can be 
written in the form   : 

N 
a 
i=l 

q1 - Ks    , (Eq.6-68) 

where Ks is a function of Ts and represents the equilibrium constant (for concentra- 
tions) for the gasification process.    Although K„ is usually an exponential function 
of 1/TS, Eq.6-68 offers considerably from Eq.6-58, notably  n that m does not 
appear in Eq.6-68 and in that neither pressure nor gas-phase composition appears 
in Eq.6-58.     By using Eqs. 6-33 and 6-38 and the ideal gas relationship   : 

ci  =  Y^p/^RX,   1 = 1,...,   N (Eq.6-69) 

in Eq. 6-68, it becomes apparent that Eq. 6-68 constitutes a (pressure-dependent) 
formula for the surface temperature Ts , which may be used in Eq. 6-51 or 6-52 to 
determine the burning rate. 

Spalding (23) has expressed the opinion that surface equilibrium conditions will pre- 
vail in combustion processes, only for the vaporization of liquid fuels such as hydr- 
ocarbons.    He suggests that the surface process will be a rate process whenever a 
chemical reaction is involved and in particular for double-base propellants.     How- 
ever, there is no fundamental reason why surface chemical reactions cannot be 
reversible;   for example, in the decomposition of organic nitrates, which are some- 
what similar to nitrocellulose and nitroglycerin in structure, definite evidence has 
been cited for the reversibility of the initial dissociation step (11).    Therefore, it 
appears that no sweeping criterion can be given for the use of either Eq   "-58 or Eq. 
6-68 for burning homogeneous propellants.    The forward and reverse kinetics of 
the gasification process must be examined carefully for each system, in order to 
ascertain whether surface equilibrium or unopposed surface rate condition^ prevail . 

2.1.3.10.   Intermediate Surface Boundary Conditions   -   It is also entirely possible 
that for a significaüt portion of the pressure range over which combustion occurs, 
the surface process may be intermediate between an unopposed rate process and an 
equilibrium process;   finite rates in both the forward and reverse directions may 
be of importance.     Methods of molecular gas kinetics may be employed in discuss- 
ing finite   econdensation rates.     We shall briefly illustrate the reasoning by con- 
sidering a one-component system experiencing a one-step, unimolecular gashicalion 
process. 

If the subscript 1 identifies the reactant vapor, then the number of moles of this 
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vapor per unit area per second that strikes the surface is c± VkTa /2v"\ , in which 
the second factor is the mean molecular velocity normal to the surface.    Letting 
a represent the fraction of gas-phase molecules of species 1 striking the surface 
which adhere to the surface, we find through a e'mple mass balance that Eq. 6-58 
must be replaced by   : 

E    /R° T 

m =    B._. T ~^1c   a^T^/Vs* (Eq.6-70) 

The quantity a is sometimes termed a surface accommodation coefficient for specie; 
1;   it may depend upon TF but is usur"y independent of pressure and gas-phase com 
position and its value can, in principle, be predicted by molecular reaction rate 
theories such as the absolute reaction rate theory.    An explicit pressure and com- 
position dependence appears in Eq. 6-70, unlike Eq. fi-58, through the factor (^ in 
the last term.    When a is independent of oressure and gas-phase composition, it 

a     _E   /R°T 
is possible (3) to relate «to the forward gasification rate (BSTB "c ) and to 
the equilibrium vapor pressure at temperature Ts, which is a thermodynamic prop- 
erty of the system and is therefore relatively easily obtainable.    The result indica- 

-b/T 
tes that a generally exhibits the approximate form Al^e        ' , where A, a and b 

are nonnega'.ive constants.    The resulting form of Eq. 6-70 is   : 

m   = B„ T. 
-Es/*< 

[l-pXls/Pl(Ts)l, (Eq.6-71) 

where Pt(Ts) is the equilibrium vapor pressure at temperature Ts .    Equations 6- 
70 and 6-71 are modified somewhat when more general surface stoichiometry is 
considered. 

Simultaneous surface *ate processes in the forward and reverse directions have 
nevei been included in theoretical analyses of Homogeneous propellant deflagration. 
It is possible that considerations of this type ^an remove an inconsistency that arises 
in theoretical attempts, to predict the experimentally observed value of the low 
pressure deflagration limit of pure ammonium perchlorate (14).    This topic will be 
considered further in Section 2. 2.     We now return to a discussion of resuits for the 
adiabatic burning rate, obtained by using Eq.6-58 in the results of the gas-phase 
analysis. 

2.1.3.11.   The Pressure Dependence of the Burning Rate for Unopposed Surface 
Gasification Process   -   According to Eq.6-58, m is a monotonically increasing 
function of Ts, with a shape somewhat as illustrated in Fig. 6-4 (s^lid line).   This 
result may be used in the results of the gas-phase analysis in order to predict the 
pressure dependence of the burning rate.    It is first necessary to note from Eqs. 
6-14 and 6-39 that the eigenvalue A is proportional to p'1 (where n is the overall 
order of the gas-phase reaction), is proportional to rh"2, and exhibits no appreciable 
explicit dependence on Ts .     It therefore follows from Eqs. 6-51 and 6-52     at pn/m2 

is bounded by two functions of Ts, each oi which increases as Ts increases (recall 
Eq. 6-33 relating TS  to Ts ).    Thus, we may write the solution to the gas-phase 
problem symbolically as   : 

pV*2   =  f(Ts) (Eq.6-72) 

where f(Ts) is an increasing function of Ts that begins at zero when rSi = 0 (i.e., 
when Ts   =  Tf    v   etq/Y* c *   recall that Y* is negative) and approaches °° when TH 
approaches Tf (see Eqs. 6-3,3, 6-51 and 6-52).     From these observations it is clear 
that Eq. 6-72 implies that curves of rh as a function of TB behave qualitatively as 
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Fig. 6-4 The mass burning rate m as a function of the surface tempera- 
ture T , according to the unopposed surface rate law given in 
Eq. 6-e>8 (solid line) and the gas-phase reaction result boundec 
by Eqs. 6-51 and 6-52 (dashed lines). 
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Fig. 6-5    Possible snapes of ,      curve of the mass burning rate lii as a 
function of pressure, recording to the adiabatic theory of 
Johnson and Nachbar. 
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Effect of variation of energy loss on theoretical deflagration 
rate vs. pressure curves for pure ammonium perchlorate, 
(15). 
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Fig. 6-7    Qualitative shape of the curve of the mass burning rate m as a 

function of pressure,  when surface equilibrium prevails (Eq. 6-68) 
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Possible shapes of the curve of mass turning rate m as a function 
of pressure when surface equilibrium prevails and the surface 
process is A; ' B,  while the gas-phase reaction is nF3— nC,  for 
adiabatic dcflgration of a homogeneous propeilant. 
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illustrated by the dished lines in Fig. 6-4, for various constant values of p.    The 
dashed cui ves in Fig.6-4 are drawn for the case in which T,    K C, q Yj c   is posi- 
tive.     When the hnl absorbed on gasification exceeds a critical value, the quantity 
T,   +   e Lq/Yj c() becomes negative, so that the vertical asymptote of the dashed 
curves is located at a negative value of Ts.     To see this, one must either consider 
the heat conduction process that occurs in the condensed phase (this is the only 
condensed-phase process tliat is permitted in the present models) or else, more 
simply, employ an overall energy balance for the system.     This demonstration is 
left as an exercise for the reader.     Except for bringing out (his point, we do not 
have to consider condensed-phase processes or even to mention the interface energy 
conservation condition at all.     The extent of progress that can be made without dev- 
eloping these topics is remarkable.    Ii tends to underscore the insignificance of 
processes occurring solely within the condensed phase, as compared with gasifica- 
tion processes or gas-phase reactions, within the context ol (he present theory. 

Since the intersection points of the solid and dashed curves in Fig. 6-4 represent the 
solution for the burning rate, it thus becomes clear that m is an increasing function 
of p which varies from either zero (if T,   + eLq/Y* c    ; 0) or a positive Minimum 
value (if T,   +   c iq/Yi* cp   % 0) at p = 0 to a finite maximum value as p   • c.     Alter- 
natively, this result follows by employing Eq. 6-58 to write Eq.6-72 in the form   : 

Pn   =  g(m)   , 

where g is an increasing function of m that varies from zero at hi = m [max(0, Tt    + 
ei 9/^1 cp)lto infinity at m = m(Tf).    The possible shapes that result for the funct- 
ion m(p) are illustrated schematically in Fig. 6-t,      It is clear that the high-pres- 
sure portions of these curves can all be approximated well, over a restricted pres- 
sure range, by the empirical formula m = apl) or m = a + bp.    It is worthwhile to 
note that solutions exist for all values of p. 

2.1.3. 12.   The Johnson-Nachbar Results for the Adiabatic Burning Rate of Ammon- 
ium Perchlorate   -  Johnson and Nachbar (15) have give1: results of numerical cal- 
culations of m as a function of p, employing numbers believed a! the time to be rep- 
resentative of ammonium perchlorate.    The numerical values employed in the cal- 
culation are listed in Table 6-1.    It will be recalled that £\  is the density of the 
solid and n is the order of the gas-phase reaction;   Tx represents the initial tem- 
perature of the solid (at x - - °o).    The temperature dependence of the product of 
the thermal conductivity and the gas-phase reaction rale is assumed to be given by   : 

■>'      -E/n°T 
A w ~ T   e   ' , 

so that the values listed for m and E represent a temperature exponent and a gas- 
phase activation energy.     The quantity (Ar)1''"/^ (in which it should be remem- 
bered that r represents the linear regression rate or the deflagration rate, m/pc ), 
is a constant (dependent upon the frequency factor for the gas-phase reaction and 
upon the transport properties) which appears in the definition of A through Eq. 6-30. 

Tin results of the theoretical calculation appear as curve number 3 in Fig. 6-6. 
Equations 6-51 and 6-52 were each employed in the calculation,  in order to obtain 
upper and lower bounds for m.     The difference between these two bounds is rep- 
resented by the thickness of the line it. Fig. 6-6;   the upper bound for r is the upper 
edge of the black line and the lower bound is the lower edge.     It is seen that tin 
difference between the upper and lower bounds is negligible in tl.us application. 

2. 1.3. 13.   The Pressure Dependence of the Burning Kate for Surface Equilibrium   - 
Only Spalding (23) has considered systems in which Eq.6-68 must be used in place 
of Eq.6-58 as the surface boundary condition (3).     He has not carried out detailed 
calculations for systems amenable to comparison with experiment.     However, he 
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cp pc B8 E8 a s 

0.31 1.95 5.88 19.16 

cal/gm°K gm/cm3 cm/sec K kcal/mole 1 

E (Ar2)i/"/p Tt Tf -^iq/Y^    m 

60 3.46 x10s       298.16°K 1205°K 1415°K       2 
kcal/mole      cm/sec atm 

Table 6-1.   Input data used by Johnson anJ. Nachbar in calculation of the   diabatic 
deflagration rate of NH4CIO4. 

CP Pc Bs * a.s n 

0.31 
cal/gm°K 

1.95 
gm/cm3 

5.88 
cm/sec°K 

19.16 
kcal/mole 

1 2 

E (Ar:i)l/n/p 
Ti Tfa •S^S rn 

60 
kcal/mole 

4.19x 1C5 

cm/sec atm 
298.16°K 1205°K 1415°K 2 

5 1.38(TS/1000)4 

cal/cm2sec       cal/cm2sec 

Table 6-2.   Input data used by Johnson ar.d Nachbar in calculation of the best-fit 
nonadiabatic deflagration rate curve for NH4CIC4. 
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has deduced what the qualitative shape of the curves of m vs.p must be for systems 
in which the gasification process is A ? B and the gas-phase combustion process 
is B -»C (i.e., only unimolecular reactions occur and 'he gas phase contains only 
two components).    A rough illustration of his result is sketched in Fig. 6-7, where 
it can be seen that, under appropriate conditions, a maximum in the curve of burn- 
ing rate vs. pressure may develop.    Spalding also points out that in the high pres- 
sure regime, as p is increased, Ts is found to approach 1}, at which point m drops 
to zero. 

We may look more closely at the system studied by Spalding by specializing Eqs. 6- 
38 and 6-68 appropriately.    Equation 6-68 red ices to the statement that the partial 
pressure of the gaseous reactant at the surface must equal the equilibrium vapor 
pressure at temperature Ts, which we denote by pe (Ts).     Since the molecular 
weights of both gaseous species must be the aame (for the unimolecular process 
B —C), mole fractions are equal to mass fractions in the gas.    Equation 6-38 
therefore implies that, for the reactant, the mole fraction is Xx = (1 - r), where 
use has been made of the fact that tx = 1 in this simple case.    The partial pressure 
of the gaseous reactant at the surface is therefore p(l - r8) and Eq.6-68 reduces to 
the expression   : 

p   =   pe(Ts)/(l-Ts)   , (Eq.6-73) 

relating the total pressure to the surface temperature.    The vapor pressure pe is 
approximately proportional to e~L/*°Ts   (L = molar heat of vaporization), whence it 
is seen from Eq. 6-73 that p is an increasing function of Ts, going from zero at TB = 
0 to infinity as Ts - Tf (i. e., r8  - 1). 

Equation 6-72 remains valid in the present problem.    We must note, further, from 
Eqs.6-40 and 6-51 or 6-52 that   : 

f(Ts)   ~1/(1 - rs)n + 1 

near rs = 1.     Equations 6-72 and 6-73 therefore imply that, near Ts = Tf, 

m2~Pe(Tf)(l - rs)*[Pe(Tf)]2/p 

This relationship implies that m approaches zero like l//p as p approaches infinity. 

At small values of p, if Tf + €, q/Yj* c   < 0 so that T_ reaches zero before rH can 
approach zero, we find from Eqs. 6-72 [since f(Ts) is positive at Ts =0 in this casej 
and 6-73 [recalling that p goes to zero at Ts = Oj that m becomes proportional to 
p '   as p goes to zero.    This observation finally yields the m vs   p curves labeled 
"Tf + e1 q/Yi* cp s 0" in Fig. 6-8.    On the other hand, if Tf + er q/Yj ci   >0, then 
f(Ts) reaches zero before Ts  (or p) reach zero, thereby indicating via Eq.6-72 a 
divergence in m at p = pe(Tf + €l q/Y* c ).    This divergence produces the curve 
labeled "Tf + eLq/Yf cp >0" in Fi0. 6-8.     It is seen by comparing Figs. 6-5 and 6- 
8 that a much richer variety of m vs. p curves are obtainable, if surface equilibrium 
prevails than if the surface process is an unopposed rate process. 

Of course, as m begins to diverge, the assumption of surface equilibrium must 
eventually be violated and therefore Eq, 6-68 becomes inapplicable somewhere along 
the curve that approaches the asymptote in Fig. 6-8.     Therefore, in particular, it 
does not appear that consideration of the possibility of surface equilibrium will pro- 
duce ranges of p in which no solution for m exists;   pressure limits of flammability 
do not come out of the adiabatic theory.    However, the possibility of the existence 
of a minimum in the m vs   p curve at low pressures is not necessarily ruled out by 
these observations.     It would be of interest to study adiabatic deflagration of homo- 
geneous condensed materials subject to the more general boundary condition given 
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In Eq. 6 70, in xn effort to categorize all of ihe possible shapes of the burning rate 
VL*   pressure curves. 

2.1.3.14.   Structure of Gas-Phase Reaction Zone   -  The previous discussion cen- 
tered around the burning rate and related only peripherally to the structure of the 
gas-phase reaction zone.     It is known that reactant mass fractions and density dec- 
rease and ;hat product mas& fractions?   temperature and velocity increase, all mono- 
tonicall; , as an element of the fluid flows downstream through the gas-phase flame. 
Pressure remains practically constant through the flame;   it decreases lightly, by 
an amount that can be calculated from the momentum conservation equation, Eq.6-8. 
The chemical heat release rate is usually small near the solid surface and small far 
downstream, exhibiting a rather sharp maximum at a point where the temperature is 
slightly below the adiabatic flame temperature.    Radical composition profiles also 
often exhibit a peak in the flame zone.    Summaries of theoretical results for purely 
gaseous systems may be found in Refs. (2-4).     Profiles have not been calculated 
theoretically for cases in which the presence of the condensed phase is taken into 
account explicitly.    Therefore, accurate theoretical predictions of the structure of 
the gas-phase reaction zone in homogeneous solid propel lant combustion are not 
available yet.    Of course, the iterative method described in Section 2.1.3.6 is cap- 
able of producing such predictions for one-step reactions.    However, the r    ults 
were not deemed to be of sufficient interest yet to warrant carrying out the c   nputa- 
tions. 

Rough formula " for the height of the gaseous flame above the solid surface are 
available.    These formulas were obtained for purely gaseous systems but dje to 
their approximate character they can be transcribed to yield order-of-magnitude 
results for homogeneous propellants.    One such formula for the flame height Ö is 
(3): 

6   = = /*/■ 
in which all quantities on the right-hand side are to be assigned appropriate average 
values for the flame zone.    Convenient averages for the properties A and cp may be 
taken to be the values for an equilibrium mixture of reaction products at the adiabat- 
ic flame temperature.    The average value of the reaction rate w can be estimated by 
evaluating the specific reaction rate constant at the adiabatic flame temperature and 
the reactant concentrations, at the values which they achieve in the gas phase at the 
solid surface;   this yields an upper bound for w and a lower bound for Ö , for one- 
step reactions.    The approximate pressure dependence of the flame height implied 
by the formula is ö ~ p"n/2.    The formula agrees with experiment in predicting 
very thin sub-millimeter gaseous flame heights at elevated pressures. 

These results are of such an approximate nature that they are equally applicable to 
the nonadiabatic systems considered in the following section. 

2.2.   Nonadiabatic Theories 

2.2.1.   The Role of Heat Losses   -   Heat losses do not play a significant role in the 
conventional homogeneous propellant combustion concepts of the propellant chemist, 
which emphasize chemical kinetic aspects of the problem.     Nor do they appear in 
the early aerothermochemically ba? ^ theories of Rice and Ginell and of Parr and 
Crawford.     Their importance was brought out vividly by the theory of Johnson and 
Nachbar (15), in which heat losc s had to be introduced in order to obtain alow pres- 
sure deflagration limit for pure ammonium perchlorate.     The fact that the nonadiab- 
aticity produced by heat losses, can lead to deflagration limits in systems that ex- 
hibit no flammability limits under adiabatic conditions, was emphasized earlier by 
Spalding (24) and others, for purely gaseous systems.     A detailed discussion of the 
history of the development of this subject and of the principles of how heat losses 
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produce flammabiiity limits may be found in Chapter 8 of Ref. (3) for gaseous sys- 
tems.    Here we shall consider only the steady, one-dimensional combustion of 
homogeneous condensed propellants, showing how heat losses lead to flammability 
limits for these systems.    Or development is based on the work of Johnson and 
Nachbar (15) and of Spalding (23). 

2.2.2. Types of Heat Losses   -  Heat loss may occur from the gas phase, the con- 
densed phase or the interface (illustrated in Fig. 6-3) through the processes of con- 
duction, convection or radiation.    The dominant loss mechanism and the location of 
the flow region from which the losses are most important, depend on various prop- 
erties of the prcpellant and its environment.    If losses occur primarily from the 
gas phase (e.g., via radiation from the hot combustion products or convective mix- 
ing with a cooler ambient atmosphere), then the effects of the losses will be quali- 
tatively the same as for purely gaseous systems.    Therefore, we need only con- 
sider here losses from the condensed phase and from the interface.    This is fort- 
unate, because the gas-phase analysis given in Sections 2,1.3.2 to 2.1. 3. 6 is then 
unchanged and we need only graft algebraic modifications onto the discussions app- 
earing in Sections 2.1.3.11 to 2.1.5.13.    Furthermore, it turns out that the re- 
sults derived from this simpler analysis, exhibit the same qualitative behavior as 
the results of the analyses that include gas-phase losses. 

2.2.3. Energy Conservation Equations, including Heat Losses   -   Equation 6-32 
represents the overall energy conservation condition for the gas phase. 

The interface energy conservation condition (applied at x = 0 in Fig. 6-3) may be 
derived formally from Eq. 6-21.    If we neglect terms involving d/dt and x (because 
of the steady-state assumption), v2/2 and x.' T (because of the assumption of low 
Mach number) and also £i   because of the assumed absence of body forces, then 
the one-dimensional form of Eq. 6-21 reduces to  : 

o h v - p h v q+ - q. = o 

where the subscripts + and - identify conditions at x = 0+ znd at x = 0-, respective- 
ly.    Neglecting thermal diffusion, noticing that Yi - - 0 due to fcne absence of diff- 
usion within the solid, hypothesizing a transparent gas and an opaque solid with 
%_ = 0, and assuming an ideal gas, we may emplov Eq. Ö 12 to express the pre- 
ceding relationship in the form : 

p+ S  h^ Yif (v+ + Vlf) - p_ h   v_ + qR f-MT/dx)++(*dT/dx)_ = 0 . 

In view of the definition of e t and of the continuity equation  : 

P+v+  =   p.v.   =  m 

the first equality of which, incidentally, follows directly from Eq. 6-19, with the aid 
of Eq. 6-32 this expression may be written as  : 

(X dT/dx) i + m    S \ ^ - b 111 Cp(T, •f-Tj] ♦OR + = 0. (Eq.6-74) 

The quantity  : 
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N 

Ls= S   hi+et - h_ 

is clearly the enthalpy per unit mass absorbed in the gasification process, while 
qn   obviously represents the heat loss (per unit area per second) by radiation frvm 
the surface. 

The equation of energy conservation for the condensed phase may be emplo-ed tc 
eliminate the first term in Eq.6-74.    The heat flux in the condensed phase is simply 
XdT/dx, and therefore, under the prevailing assumptions, the integral of Eq.6-9 is 
simply  : 

*[hcCr.)-hc(li)l- (xdT/dx)_  = 0   , 

where hc(Ti) is the enthalpy of the solid at the initial temperature Ti, hc(Ts) is the 
same quantity at the temperature Ts, and use has been made of the fact that dT/dx 
—  0 as x -♦ - co   .    Now, this expression does not permit heat losses from the 

condensed phase.    Such losses could be obtained formally by employing the correct 
non-one-dimensional form of Eq. 6-9 and defining appropriate average effective one- 
dimensional quantities.    However, it is simpler to merely insert a phenomenologi- 
cal term into the equation, accounting for the total heat loss by both radiation and 
convection (conduction being considered a special case of convection).    This has 
been done by Johnson and Nachbar (15).    We shall let qc denote the total energy per 
unit surface area per second lost from the condensed phase.    Then the modified 
energy equation is  : 

m[hc(Ts) - hc(Ti)] - (XdT/dx)_ + qc   =0. (Eq.6-75) 

The overall energy balance is obtained finally by combining Eqs, 6-74 and 6-75.   The 
result is   : 

^c (T )-hc(Ti)+ Ls + —j- + cp(Tf - Ts) + (<fe ++qc )/m= 0. (Eq.6-76) 
Yl 

Although Eq.6-76 could, of course, have been written down immediately by pheno- 
menological reasoning, the derivation given here may prove instructive, 

2. 2. 4.   The Origin of the Influence of Heat Loss on the Burning Rate   -  The essen- 
tial difference between the adiabatic and nonadiabatic problems stems from the fact 
that Tf is a constant, inr5 pendent of both m and Ts, in the adiabatic case.    The ab- 
sence of a dependence on m when qR + + qc =0, is evident from Eq. 6-76.    The lack 
of a dependence on Ts  is not obvious from the form quoted in Eq. 6-76, but it be- 
comes clear when one realizes that the adiabatic form of Eq. 6-76 is simply the 
statement that the total (thermal plus chemical) enthalpy of the gaseous products at 
temperature Tf must equal the total enthalpy of the solid, at the fixed initial tem- 
perature Ti.    Since the composition of the solid is fixod and, in the present model, 
the composition of the reaction products is assumed to be constant, independent of 
p or Ts, the stated indepenuence follows directly.     It is seen from Eq.6-76, that 
nonachabaticity introduces an explicit dependence of Tt on m and also on TH , pro- 
vided that (q% + + qc) depends on Ts . 

2.2.5.   Dependence of Heat Loss on Surface Temperature   -   Although (c^ + + o^ ) 
does generally depend on Ts, the precise form oi this dependence varies accordirg 
to the nature of the heat loss.    If the radiant surface energy loss occurs from a 
surface whose engineering emissivity is independent of TB, and if no radiant energy 
from the environment is incident on the surface, then % + is proportional to T,. .   U 
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the same approximations are valid for a condensed material losing energy by radi- 
ation, then qc is proportional to a mean temperature to the fourth power, lying be- 
tween Tj and Ts .    On the other hand, if convective losses from the condensed mat- 
erial are dominant, then qc is more nearly linearly dependent on Ts.     Tt is reas- 
onable to approximate the dependence of (^ + + qc) on Ts over a sufficiently narrou 
range of values of Ts as a power dependence %ß, wher    ß typically lies between 1 
and 4. 

2. 2. 6.   The Modifications Produced in the Burning Kate Analysis by Nonadiabatic - 
ity   -   The dependence of Tf on m and Ts associated with nonadiabaticity compli- 
cates the dependence of the eigenvalue Ä on m and Ts, e.g., due to the fact that rs 
(appearing in Eqs. 6-51 and 6-52) becomes dependent on rh and also in a more com- 
plex way on Ta , as is seen from Eq. 6-33.    Consequently, Eq. 6-72 becomes in- 
applicable.    The ippropriete modification to Eq. 6-72 may be inferred from Eqs. 6- 
33 and 6-76 to be  : 

pn/rh2   =  f(T, + (qe + + qc )/mc„) (Eq.6-77) 

where the function f has the same properties, as previously prescribed in Section 
2.1.3.11.     Explicitly, f(z) is an increasing function of z that begins at zero, when 
z - Tf a + ei q/Y* cp = z0 and approaches infinity when z approaches Tt a, where 
Tf arepresents the (constant) adiabatic flame temperature. 

2. 2. 7.   Nonadiabatic Analysis with Unopposed Surface Rate Process   -   When the 
surfac   gasification process i s an unopposed rate process, Eqs. 6-58 and 6-77 to- 
gether luetermine the pressure dependence of the burning "ate m.    However, to 
solve these two algebraic equations^or m(p) is not trivial for nonadiabatic systems. 
From Eq. 6-58, it can be seen that the argument (denoted here by z) of the function 
f appearing in Eq. 6-77, when plotted vs. m, behaves somewhat as illustrated in 
Fig. 6-9.    It is seen from Fig. 6-9 ihat when heat losses occur, there is a minimum 
(which we denote by zm ) in the curve of z as a function of m.     From previously cited 
properties of the function f, it may the" be seen that no solution for p(m) exists un- 
less z^   < Tf  ;   in other words combustion cannut be achieved at any pressure if the 
heat loss exceeds a critical value.    When zm  is slightly less than Tfa , p(rii) exists 
and is single valued for mx < rh < m2 (where m1 and m2 are finite positive limits); 
p(m) approaches °o.as rh -♦ m1 or m -» m2.    It follows that m(p) is multiple valued. 
The function m(p) exists for all values of p greater than a definite minimum value 
and it is generally double valued.    When zm  is considerably below Tfa, the nature 
of the solutions nt(p) depends on whether zc <0 or zQ > 0.    The qualitative behav- 
iors obtained in these two cases are illustrated in Figs. 6-10 and 6-11. 

2.2.8. Interpretation oi double Eigenvalue Solution   -   The existence of two steady- 
state solutions for the burning rate when heat losses occur, "/as first discovered for 
gaseous systems.     The preceding development shows that this same result holds 
for homogeneous propelianis in which the losses occur from the condensed phase or 
the interface.    When there are two steady-state burning rates, we must ask "Which 
one will be observed in an experiment ? "    It is the upper branch of the curve (the 
large value of rh) that is practically always observed experimentally.    For gaseous 
systems, Spalding (24) argued theoretically that the lower burning velocity would 
usually be unstable.     However, a thorough theoretical study of this question has not 
been reported in the literature.    We shall ^sume in the rest of this discus    >n that 
when two steady-state burning velocities are predigte !, the lower value is unstable. 

2.2.9. Comparison of the Nonadiabatic Theory of Johnson and Nachbar with Exper- 
iment   -   The fact, illustrated in Figs. 6 10 and 6-11, that heat losses can produce 
a critical value of the pressure p below which no solution exists for the burning rate, 
constitutes a theoretical prediction that heat losses can produce low-pressure 
fUmmability limits for homogeneous solid propellants.    As the pressure is de- 
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Fig. 6-9    Argument of the funcMon f of Eq, 6-77, as a function of the 
burning ra.e m, for nor.adiabatic systems with an unopposed 
surface rate process. 
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Fig. 6-10   Qualitative dependence of the mass burning rate m on pressure 
for nonadiabatic systems with ZQ < Oand with n = 2, when the 
surface process is an unopposed rate process (dashed lines 
are asymptotes). 

m 

(g cm2sec') 

Fig. 6-11 
p(atm) 

Qualitative dependence of mass burning rate m on pressure 
for nonadiabatic systems with ZQ > 0, when the surface process 
is an unopposed rate process (dashed lines axe asymptotes;   the 
two curves marked x correspond to the same values of the heat 
loss parameter). 
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creased, the burning rate moves along the upper branch of one of the curves in Fig. 
6-10 or 6-11, until burning finally ceases at the point ;vhere the tangent io the curve 
is vertical.     Such flammability limits have been observed experimentally in the de- 
flagration of ammonium perchlorate (25).    Johnson and Nachbar (15) attempted to 
apply their nonadiabatic theory (developed above) to correlate both the observed 
burning rate and flammability limit da... ior ammonium perchlorate,   reported i.i 
(?■$).    Their results for various trial calculations are shown in Fig. 6-6, while 
comparison with experiment for the theoretical trial calculation, thai agreed most 
closely with the experimental results is shown in Fig. 6-12.    As in the case of the 
adiabatic theory, Eqs. 6-51 and 6-52 were employed for A in obtaining these theore- 
tical results and the width of the lines of the theoretical curves represent the diff- 
erence between the two bounds on the solution so obtained.    The data used for the 
theoretical curve shown in Fig. 6-12 are listed in Table 6-2 (see page no 364). 

The close agreement between theory and experiment shown in Fig. 6-12 was obtained 
by making the following empirical adj; -tments.     First, the values of E and(Ar2)VVp 
were adjusted to fit the burning rate data.      Next,   qc was adjusted to fit the 
deflagration limit.     It was not deemed permissible to tamper with any of the other 
parameters listed in Table 6-2 because their value   vvere presumed known indep- 
endently;   (e.g., the values of Bs and Es were obtained from published results of 
linear pyrolysis experiments).     Since there were no independent measurements 
bearing on the overall rate constants of the gas-phase reaction, checks on the em- 
pirical values of E and (Ar2)1/"/? were not available.    However, the magnitude of 
the heat loss qc (that occurs in addition to the radiant heat loss from the surface) 
can be estimated from the known environmental conditions.     Estimates of all poss- 
ible heat loss mechair^ms, e.g., gas-phase radiation, convective losses from the 
solid, etc.,    yield a much si ialler total heat loss than the value of qc, needed to 
fit the observed deflagration limit.    Hence, the correlation of the deflagration limit 
is unsatisfactory. 

Although it is, of course, C( iceivable that chemical effects could be responsible for 
•^e observed deflagration limit or that a dynamically unstable steady-state solution 
is encountered on the upper branch of the rh(p) curve at pressures well above the 
critical limiting value, nevertheless a suitable modification of the surface boundary 
condition within the present theory, may conceivably produce satisfactory agree- 
ment.     There is some question concerning the validity of the published pyrolysis 
results for B,. and Es and of the hypothesis of an unopposed surface rate process for 
NHjCIO^.    It would therefore be of interest to employ in the Johnson-Nachbar 
theory a more general surface boundary condition, of the type given in Eq. 6-70, in 
order to see whether the observed deflagration limit can thert be correlated by 
choosing a more reasonable v^lue for the heat ioss term qc. 

2.2.10.   Nonadiabatic Analysis with Surface Equilibrium   -   Nonadiabatic systems 
with surface equilibrium have been discussed by Spalding (23).,   It appears that, in 
this case, heat losses again produce a double-valued burning rate m(p) and yield 
ranges of p for which no solution exists.    At least for some values of the paramet- 
ers, there appears to be no solution if p is sufficiently small and also if p is suff- 
iciently large.    Therefore, both low pressure and high pressure flammability 
limits seem to be produced by heat *   >ses from systems that maintain surface 
equilibrium (3).    No detailed anal}    s of nonadiabatic systems with surface equili- 
brium h?s been reported in the literature.    It would be of interest to extend the 
study presented in Section 2. 1.3. 13 to include effects of nonadiabaticity.    The pro- 
blem is merely algebraic but the algebra is more complicated than thr* outlined in 
Section 2.2, 7. The results migh? well be applicable to NH4 Cl O4 since recent un- 
published work favors surface equilibrium for this material at elevated pressures. 
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3.   Theories of the Decomposition of Selected Constituents of Composite Propellants 

3.1.   Introduction 

Researchers have always believed that a thorough theoretical understanding of the 
decomposition of individual constituents of a solid propellant, would aid them in 
discovering the burning mechanism of the propellant.    This is one of the major 
motivations for experiments on propellant constituents, by methods such as thermo- 
gravimetric analysis (including both vacuum sublimation and decomposition in con- 
trolled atmospheres), deferential thermal analysis and hot-plate pyrolysis.    All of 
the methods have produced results ihat are interesting from the viewpoint of theore- 
tical interpretation,  (11-13),  0.9-21),  (25-43).    However, very few of the results 
have been shown to bear directly on propellant combustion.     The source oi the 
difficulty is the basic chemical fact that reaction mechanisms are strongly depend- 
ent upon conditions of pressure and especially temperature.     Temperatures attained 
in propellant combustion are higher than those yet achievable in most of the experi- 
ments.     Therefore, the mechanisms that dominate most of the experimental res- 
ults are likely to be insignificant in propellant combustion.     This makes results of 
experiments on constituents difficult to apply to propellant burning. 

Constituents that can be made to decompose exothermically under appropriate con- 
ditions, can be studied at temperatures approaching propellant combustion tempera- 
tures.     Examples of such constituents include nitrocellulose, ammonium perchlor- 
ate and hydrazine perchlorate.     Experiments on the deflagration of these constit- 
uents provide information that aids in developing theories of propellant combustion. 
One theoretical analysis of constituent deflagration has been given in the preceding 
section.    Cnemicai aspects, such as rate-controlling steps, activation energies, 
stoichiometry, etc.,   >f theories of deflagration of other constituents must, of 
course, differ from chemical aspects of the preceding theory»    Moreover, obser- 
vations on deflagration of various exothermic constituents indicate that physical 
aspects of the theories may also have to differ.     For example, some substances 
leave solid residues after deflagration;   others may melt before gasifying, and 
some may produce bubbles in the liquid phase.    Aerothermochemical theories 
accounting for such phenomena have no' been developed and therefore cannot be 
presented her        This casts uncertainties on detailed interpretations of the results 
and makes it  v>    ult   o use the few available results with confidence, in investi- 
gating propella...      '.lOustion mechanisms. 

A method for achieving high temperatui es in experiments with nonexothermic (as 
well as exothermic.) constituents, is to expose samples of l'-u constituents to hot 
and/or reactive gases.     This can be done by burning spheres of the constituent in 
a reactive gas or by making porous samples ot the constituent and passing hot gases 
or reactive gases over or through the samples.     Theories of sphere burning are 
well developed because the same geometry is encountered in hydrocarbon droplet 
combustion, which has received much study in the past.     These theories have been 
discussed in textboi ' s (3) (4) and therefore will not be repeated here.     The latest 
study of combustion of exothermic oxidizer spheres (44) accounts for the presence 
of the decomposition flame in addition to the diffusion flame.    Aerothermochemical 
theories of the decomposition of porous constituent samples have not been developed 
yet and therefore cannot be discussed here,     It would be of interest to develop such 
theories as aids in interpreting experimental r^sulU on porous-sampie decomposi- 
tion and in applying these results tu problems of propellant combustion. 

Of the various other experimental methods for studying constituents, the hot-plate 
pyrolysis technique produces temperatures closest to those encountered in propell- 
ant combustion and therefore is most likely to be pertinent under conditions of in- 
terest.     A considerable amount of theoretical work on hot-plate pyrolysis has been 
reported.     The objectives of this work are to uncover pyrolysis mechanisms that 
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agree with the experiments and to provide aerothermochemical bases for interpret- 
ing hot-plate pyrolysis results.     Properly interpreted hot-plate results should be 
applicable in theories of propdlant combustion.     The rest of this section is devoted 
to theories of hot-plate pyrolysis. 

Although we shall not discuss theories of the experiments carried out at lower tem- 
peratures, nevertheless it is appropriate to emphasize that much interesting woik 
has been done with vacuum decomposition and with slow, homogeneous heating of 
constituents in various environments,  (38-43). 

3. ?,   Theories of Hot-Plate Pyrolysis 

Before u*scussirig chemical kinetic theories for the mechanism of pyrolysis of spec- 
ific materials, we shall consider aerothermochemical theories of the hot-plate ex- 
periments, applicable in principle to all materials obeying a few rather general re- 
quirements.    In discussing aerothermochemical theories, we must distinguish be- 
tween flat plate and porous-plate experiments.    When the hot plate is impermeable, 
the flow is necessarily non-one-dimensional.    On the other hand, with a comus hot- 
plate the flow can be made to be practically one-dimensional;   the gaseous pyrolysis 
products pass through the porous plate.    Theories of porous-plate pyrolysis are 
simpler to develop because of the one-dimensionality and rest on ^ather firm ground 
today.     Two-dimensional theories for impermeable plates are more difficult and 
have been developed only for particular flow regimes.    We begin by discussing 
porous-plate theory;   impermeable plates will be considered later. 

3.2.1.   Porous Plate   -   A fairly general theory of norous-plate pyrolysis may be 
found (45).    In order to illustrate the essence of the approach, we present here a 
simplified ver ion of the analysis.    We postulate steady-state, one dimensional 
flow in the +v direction, assume that the sample of the solid constituent occupies the 
region x < 0 and that a one-component gaseous pyrolysis product occupies the reg- 
ion 0< x</   and flows through the porous plate located in I <  x <x   + t.    Homo- 
geneous reactions in the solid or gas are neglected, as are any heterogeneous re- 
actions of the pyrolysis product within the porous plate.    Conditions at x = - °o, 0,£ 
and £ + t are identified by the subscripts i, s, p and^o. respectively.    Body forces 
and radiative energy transfer are neglected and the ordered kinetic energy is assum- 
ed everywhere to be negligible compared with the thermal enthalpy. 

In the notation of Section 1, the conservation equations for mass Eq.6-'i, and energy, 
Eqs.6-9 and 6-12, applicable for x < 0 and for 0 < x</ , become   : 

pv-m   =  constant (Eq. 6-78) 

and  : 

mdh/dx  =  d[(\/Cp)(dh/dx)]/dx (Eq.6-79) 

InEq.6-79, the identity XdT/dx - (X/cp )dh/dx, where cp is the specific heat at con- 
stant pressure, has been employed and use has also been made of the demonstrable 
result that the term involving T in Eq.6-9 is negligible compared with that involving 
% for reasonable values of the Prandtl number when kinetic energy is small com- 
pared with thermal enthalpy.     Conservation of momentum (Eq.6-8) implies that the 
pressure p is constant for x</  under the present approximations.    A phenomeno- 
logical permeability P of the porous plate can be defined such that p and m are re- 
lated according to the formula   : 

ni   =   (P -PC0)(PA)   , OEq.6-80) 

where px is the pressure on the downstream side of the plate (x = I + t). 
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Equation 6-79 is the only differential equation that appears in the present simplified 
formulation.    Its general solution is   : 

h   - A + Be" , (Eq.6-81) 

where   : 

I    ■ m /    (cp / X ) dx (Eq.6-82) 

and A and B are constants.    The rest of the problem is purely algebraic, involving 
application of appropriate boundary and interface conditions. 

Boundary conditions at x - - x> imply that the first integration constant in Eq.6-81 is 
Ac. = hc(TiJ, where the subscript c identifies conditions in the condensed phase and 
hc(T) is the enthalpy of the condensed material, which is a function of temperature. 
Equation 6-81 then shows that Bt. = hc(Ts) - IvCT).    Interface energy conservation 
(Eq. 3-21) at x - 0 reduces to mL(Ts }-   mfhg{Ts ) - hc(Ts )] - [(X/% ih/dx)g - 
f(x/cp)dl>/dxlc .where the subscript g identifies conditions in the gas phase and L is the 
enthalpy of gasification per unit mass      This relationship implir-, that Bg = L(TS) + 
hc(Ts ) - h. (T.) = hr(Ts ) - hc(Ti), see Eq.6-81.     Equation 6-81 evaluated in the gas 
phase at the interface, then yields A., = hc(Ti).    These observations serve to deter- 
mine all constants in Eq. 6-81 in terms of the temperatures T^ and Ts. 

The requirement that the temperature equal the plate temperature T   at x = £ gives: 

hpfTp) = AK + BK e < p-= h.CTj + [hg(TJ - hcCi\)]e * p , (Eq.6-83) 

where 

JQ   (Cp /A)dx 

Equation 6-83 provides a relationship between rh and TSI in terms of Tp (and Tj). 
In hot-plate pyrolysis experiments, the expericenter fixes Tit usually measures Tp 
with a thermocouple and also measures m.     Equation 6-32 »honM be ua°d by ex- 
perimenters to estimate the surface temperature Ts as closely as possible iium ^he 
measurements of rri and Tp.    In reducing data, the dependence of m on this calcul- 
ated surface temperature should be considered, because it is Ts, not Tp , that 
appears in the surface rate (or equilibrium) boundary conditions discussed bslow. 
All experimental results obtained so far have been presented in terms of Tp, not 
T, .     If we assume that heat capacities and thermal conductivities are constant, 
the equation for T,   given by Eq.6-83 becomes   : 

cpB T„- (I.-cvT.He""™ A«   -  1) 

Cpt; ^   c,,c (e      PK     «  -  1) 

(Eq. 6-63a) 

In using Eq. 6-83a, one must of course estimate the value of /, which although quite 
small, must be larger than a molecular mean free path. An exnansion of Eq. 6-83a, 
valid only for sufficiently small values of £      is   : 

[L + c(U.(T{)   -   TJlim/A, (Eq.6-S3b) 

which can be used in conjunction with an upper bound for I , in order to obtain an 
upper bound foi  (Tp - Tp ). 
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The relatively general surface boundary condition given in Eq.6-70 (where aow Cj^ = 
p/R°Ts since a one-component gas has been postulated) can be used to provide ihe 
final relationship required in the present simplified model of porous-plate pyroly- 
sis.    If the thci iiiodynamic pr    erties, the thermal conductivity and all rate con- 
stants (Bs, as, Es and or) for the system are known and if the permeability ratio 
P/t, the length / and the temperature T^ are specified, then Eqs. 6-'W, 6-80 and 
6-83 provide three independent equations that can be solved for the three unknowns 
m, p and Ts.    In the pyrolysis experiments, one of these three quantities .'.*, is 
measured and the objective is to obtain information concerning either thermodynam- 
ic properties or rate constants of materials for which this data is not available. 
Thus, in reducing porous-plate pyrolysis data, Eq. 6-80    lould be used to obtain p, 
then Eq. 6-83 should be used to obtain 'ls and finally Eq. 6-70 should be studied in an 
effort to extract the desired thermochemical or kinetic information.    It might be 
remarked here that the last term in Eq. 6-70 has generally been neglected in inter- 
pretations of experimental results;   this is difficult to justify because the sticking 
coefficient  ais difficult to estimate.    Nevertheless, in the interpretations discus- 
sed in the following sections, we shall follow this precedent, employing Eq.6-58 
instead of Eq. 6-70.    The experimental results are thus interpreted as providing 
kinetic data for surface rate processes (not thermochemical data and not kinetic 
data for homogeneous processes).    In this regard, it may be worth indicating that 
homogeneous solid-phase reactions can probably be approximated as surface re- 
actions, if the temperature gradient in the solid is steep enough at the surface. 
It is also worth stating that if the surface process is near equilibrium, then from 
Eqs. 6-70, 6-80 and 6-83 the slope of a graph of In m as a function of - 1 'R°TS can 
be shown to equal the heat of gasification L (at least when px, «. p).    This last 
observation shows that under appropriate conditions, porous-plate pyrolysis 
measurements may be used to measure unknown thermochemical properties. 

3.2.2.   Impermeable Plate   -  Aerothermochemical aspects ol pyrolysis by means 
of a hot impermeable plate have been considered by Cantrell (46) (47) and by Chai- 
ken et al.(48i  Cantrell developed a thin-film lubrication theory (49).    He adopted 
Eq. 6-58 so that it was possible to assume that there was no temperature variation 
over the surface of the sample.    The theory then predicted a constant separation 
distance between the sample surface and the hot plate and a nearly iinear tempera- 
ture pro-lie across the gas film, under the conditions of validity for lubrication 
theory.    He was able to calculate theoretically both the separation distance and the 
suriace temperature of the sample, in terms of the loading fore? app'ied to the 
sample, the radius of the sample strand and thermochemical, transport and chemi - 
cal kineüc properties of the system.     Steady-state, two-dimensional (axially 
symmetrical) forms of Eqs. 6-7 to 6-9 are employed in the analysis (46). 

The assumptions made by Chaiken et al.  (48) differ from those of Cantrell.     For 
example, Chaiken assumes constant pressure within *he gas film, while Cantrell's 
lubrication theory results in an appreciable radial variation of pres^nre across the 
-u; face of the sample, but none in the axial direction (48).     Neither of the theories 
account for compressible fluid flow in the gas film but estimates show [hat sonic 
velocities may be approached in the gas film in some of tne experiments (47).    Thus, 
as yet fhere are no valid aerothermochemical theories for many of the impermeable- 
plate pyroly is experiments that havo been reported.     This places in doubt somo in- 
terpretations of experimental results obtained with impermeable hot plates.    Th^sc 
doubts underlie the interpretations that we shall now discuss. 

o.3.    Pyrolysis of Propellant Constituents 

3.3. 1.    Fuel Constituents    •   Chemical kinetic explanations oi the mechanism of 
hot-plate pyrolysis have bei n published for a number of fuel and oxidizing constit- 
uents of solid propellants.     Materials representative of fuel     nstituents thai have 
bc^n studied expcrimertally include rubber (GRS-32),  polystyrene and polyiaethyl- 
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methacrylate.   As an example of the associated theoretical work on fuel constit- 
uents, let us consider pyrolysis of polymethylmethacrylate (2tf),  (35), 

The earlier studies (29) supported the coi  ?ntion that the rate of surface pyrolysis 
is controileu sy the same mechanism as the low-temperature, homogeneous, bulk 
thermal decomposition.   Thus the rate-controlling process is the initial breaking of 
particular key bonds;   unzipping to form monomers occurs rapiuiy after Uie key 
bonds are broken.   This conclusion was supported by the observed activation energy, 
of the order of 30-40 kcal/mole. 

Later work (35) at higher surface temperatures showed clearly that the apparent 
activation energy decreases as the surface temperature increases.   These later re- 
sults have been explained and correlated on the basis of the hypothesis that, at the 
higher temperatures, the rate-controlling step in the mechanism becomes desorpt- 
ion of the monomer from the surface (35).   In the high-temperature limit, then, the 
pyrolysis rate is : 

_E    /R°T 
m = A8e      s        s     , (Eq. G-84) 

where Es~ 11 kcal/mole is assumed to be of the order of the heat of desorption and 
Ag was estimated (35) by considering reasonable molecular partition functions for 
the adsorbed monomer, according to the methods of transition state theory.   Al- 
though this interpretation of the data may be correct, it should be pointed out that 
the possibility of an appreciable difference between the measured plate temperature 
and the sample surface temperature, developing at the higher temperatures, was 
not discussed in this study.   It may well turn out that if gas-film effects are prop- 
erly taken into account,  men a graph of the pyrolysis rate vs,  1/TS for the true Ts 

would be linear over the entire range of Ts values.   This point of uncertainty, 
arising in addition to th^t mentioned at the end of the previous section, indicates 
need for closer scrutiny ui the results.   Lengelle (65) and others recently studied 
pjlymethylmcthac»-y!ate pyrolysis and concluded thai hot-plate results are control- 
led by bulk degradation. 

3.3.2.   Ammonium Nitrate - A representative oxidizer constituent that has been 
studied in the same vein is ammonium nitrate.   This too exhibits a very low appar- 
ent activation energy (about 7 kcal/mole) at the higher temperatures (19).    The 
pyrolysis mechanism proposed to account for this observation is (19) : 

NH4N03(s)—-NH4N03tf), 

NH4NO; C*)—^NH3(a) + H N03(a) 

NH3(a)—*-NH3(g) 

H N03(a)—Hi N03(g)      , 

with the last nitric acid desorption process as rate-controlling.   Here, s denotes 
solid,  I liquid, a adsorbed and g gas.   The corresponding value of Es in Eq. 6-84 
is approximately the heal of desorption.   The pre-exponential factor Ac was dis- 
cussed 09) in terms of un argument leading tu Eq. 6-63.   In the partition function 
ratio (\g/qs appearing in Eq. 6-63, it was assumed that the complex and the adsor- 
bed molecule have the same vibrational and rotational partition functions.   The par- 
tition functions for motion of *he center of mass of the adsorbed molecule were 
taken to be vibratioüal functions of natural frequency 2.9 x 1011sec_l.   It was then 
observed that if this sane frequency was assigned to the two motions of the center 
of mass of the complex perpendicular to the reaction coordinate, then the theoreti- 
cal pre-exponential fact< r exceeded the experimental one by two orders of magnit- 
ude, while if the partition functions for the two complex modes normal to the re- 
action coordinate were set equal to unity (corresponding to perpendicular escape oC 
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the complex), then the theoretical pre-exponential factor was about a tenth of the 
experimental result.    It was concluded from this that theory and experiment would 
agree, if a significant fraction of the activated molecules was assumed to escape in 
a direction normal to the surface (corresponding to center-of-mass frequencies of 
the complex somewhat higher than 2.9 x 1011sec_1). 

It has since bfen shown (45) that there is very little doubt that the measured temp- 
erature in the NH4NO., experiments differs significantly from the surface tempera- 
ture.    It has been estimated from the existing experimental data that the true act- 
ivation energy for NH4N03 pyrolysis in the high-temperature regime lies between 
25 and 30 kcal/mole (45).    This activation energy is inconsistent with the assumpt- 
ion that a dtsorption process constitutes the rate-controlling step.    The mechanism: 

NH4N03(s) -NH«N03(/) 

NH4N03(?)-NH4N03(g) 

NH4N03(g) -+ NH3(g) + H N03(g) 

is consistent with the revised interpretation, provided that the vaporization step is 
rate-controlling and that the (unknown) heat of dissociation of associated gaseous 
ammonium nitrate is of the order of 10 or 15 kcal/mole.    The need for more relia- 
ble determinations of surface temperatures in hot-plate pyrolysis is again under- 
scored. 

3.3.3.   Ammonium Perchlorate   -  The experimental results on the oxidizing con- 
stituent NH4C1 04, discussed in the previous chapter, also exhibit a break in the 
pyrolysis rate-temperature curve.    The hypothesis thac the rate-controlling pro- 
cess at the higher temperature is   : 

NH4C104(s)-NH4C104(g)  , 

with AH «25 kcal/mole, is consistent with the hot-plate results,  when a very 
rough estimate of the difference between the plate and surface temperatures is 
taken into account (45).   However, other experimental results on NH4C104 have 
recently (66) been shown to suggest strongly that equilibrium for dissociative sub- 
limation occurs in hot-plate pyrolysis.    Space does not allow a thorough discussion 
of the wealth of information currently available on NH4C104. 
acceptable manner. 

4.   Theories of Heterogeneous Solid Propellant. Combustion 

4.1.   Introduction 

Concerning the status of theories of heterogeneous solid propellant combustion, one 
point requires emphasis above all others.    No truly acceptable theories of heter- 
ogeneous propellant combustion exist today.     The reason for this is that processes 
of heat and mass transfer among the propellant constituents form an essential part 
of the combustion mechanism and these processes are too complex to be treate ' in 
a complete, accurate and realistic manner.    We have available today only rudimen- 
tary concepts and models inat may find application in acceptable theories, if and 
when such theories arü developed. 

The available concepts include heuristic and largely unjustified arguments based on 
diffusion flame-premixed fin    e relationship?, more firmly based but as yet less 
versatile sandwich burner models and twe-temperature concepts.    These models 
are in such a primitive state of development that we shall not elaborate upon them 
in detail here.    Instead, we shall consider each view very briefly, primarily with 



380 

the objective introducing the reader to a few of the basic aspects of each and directing 
im toward the original sources» few in number, where the concepts are presented. 

A recent theoretical discussion (64) of the relationship between composite propel- 
lant combustion and polymer degradation is not treated herein, nor is a recent ac- 
curate theory (85) for burning rates controlled by condensed-phase reactions of high 
activation energy. 
4.2.   Two-Temperature Concept 

Obviously, in steady-state, one-dimensional combustion, the average linear re- 
gression rates of the fuel and oxiciizer components of a composite propellant must 
be equal.    Since we have seen that, in general, the linear pyrolysis rates of fuels 
and oxidizers differ whenever their surface temperatures are the same, it follows 
that the average surface temperatures of the fuel and oxidizer components must 
differ in steady-state combustion oi composite propellants.    This deduction forms 
the basis of the two-temperature postulate for composite propellant combustion. 
In one form of the two-temperature hypothesis, it is proposed tnat the gaseous 
flame zone can be approximated as a plane slab with a   uniform temperature grad- 
ient, in a direction normal to its faces and with zero temperature gradient in dir- 
ections parallel to its faces.    Fuel and oxidizer constituents are assumed to pro- 
ject into this slab of gas from its cold ooundar;       The two constituents project to 
different heights, so that their surface temperatures differ.    The relationship be- 
tween surface temperature and regression rate for each constituent is assumed to 
be the same as that measured in hot-plate pyrolysis experiments,    The height to 
which each constituent projects into the flame slab can therefore be calculated from 
a measured burning rate of the composite propellant and an assumed value for the 
temperature gradient in the flame slab.    If, as an additional requirement, we im- 
pose a surface energy balance at the surface of one of the constituents, stating that 
the amount of heat conducted from the gas into the condensed constituent at its sur- 
face, be just sufficient to gasify that material at the rate at which the propellant 
burns, then we can calculate ihe propellant burning rate (as well as the heights and 
surface temperatures of each constituent) from results of hot-plate pyrolysis ex- 
periments on constituents plus an assumed temperature gradient of the flame. 

It is logical to suppose that application of a corresponding energy balance at the sur- 
face of the second constituent would fix the value of another unknown    irameter. 
The only remaining parameter is the temperature gradient of the flame.     It would 
be found, however, that the additional condition cannot determine the temperature 
gradient;    instead, the condition would be inconsistent with the other relationships 
for all values of the temperature gp*adient and no acceptable solution would be ob- 
tained from the model.     The oasAc physical reason for this paradox is that the 
gaseous flame structure is deter mned mostly by gas-phase chemical kinetic and 
transport processes, n^t by surface energy conservation conditions.    A more acc- 
urate model would introduce additional assumptions regarding the gas-phase pro- 
cesses, in order to predict the gas flame structure.     In such a model it might be 
possible to satisfy the second interface energy conservation condition by retaining a 
structure which is uniform in directions, parallel to the flame slab but vvhich dep- 
ends on the difference in height between the f^el and oxidizer surfaces.     However, 
it would be more reasonable from a physical viewpoint to permit the structure of 
the gas flame zone above the fuel surfaces to differ from the structure of the gas 
flame zone above the oxidizer surfaces.     Such a two-temperature model has not 
been developed. 

The work that has been reported on a two-temperature model determines the (con- 
stant) Lemperature gradient in the gas flame zone from considerations of gas-phase 
kinetics and of oxidizer particle sizes. This work was concerned with propellants 
employing ammonium nitrate as an oxidizer and the nitrate decomposition flame was 
assumed to be the only gas-phase flame of any importance. No mention was made 
of any energy balance at the surface of the fuel constituent, and such an energy bal- 
ance is not satisfied in the model.     Nevertheless,  if the diffusion flame neglected 
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in the model were considered, energy conservation might b^ ^stored while com- 
puted burning rates and surface temperatures might be modified very little. The 
present status of the work is clearly highly preliminary (19),  (50),  (51). 

The basic idea that different constituents are likely to have different average sur- 
face temperatures, is an important one that should find application in many theor- 
ies. 

4. 3.   Ideas Concerning the Interplay of Diffusion Flames and Premixed Flames 

Although the flame zones of homogeneous propellants are necessarily premixed, 
flames of heterogeneous propellants can be approximately premixed, if the approp- 
riate ratio of diffusion time to chemical heat release time is sufficiently small; 
approximately unmixed diffusion flames, if the appropriate ratio of diffusion time to 
chemical reaction time is sufficiently large; or intermediate in character, for 
intermediate values of the ratio of the diffusion time to the reaction time.    It is 
therefore reasonable to attempt to develop models of heterogeneous propellant com- 
bustion by postulating various arrangements of diffusion and premixed flames over 
the surface of the propellant.   One might hope that by accounting for suitable distri- 
butions of diffusion and premixed flames and by considering appropriate interactions 
between these flames, it would be possible to avoid treating the difficult intermed- 
iate case in which the appropriate diffusion and reaction times are comparable. 

A number of attempts to develop models along these lines have been reported (52), 
(53).    Reviews and extensions of these studies may be found in Refs. (19),  (37),  (54) 
and (55). 

The early results (52), (53), yielded the burning rate formula   : 

1/r   =  Cx/p +C2/P1/3 

for the pressure (p) dependence of the burning rate (r), where cx and c 2 are indep- 
endent of p.    A later modification (54) produced the formula   : 

r   = pi/2/[c3pl/:i+c4/p]1/2   , 

where c3 and c4 are independent of p.    This formula fits the experimentally ob- 
served pressure dependence of the burning rate of ammonium perchlorate compos- 
ite propellants about as accurately as the first formula does (54).    The reader may 
consult Ref. (55) for derivations of new and more genera1 burning rate formulas, that 
may be applicable in different combustion domains than those for which the preceding 
relationships correlate the available data. 

We shall briefly reproduce here a recent argument (55) for deriving the first burning 
rate formula, quoted above. An energy balance applied to the surface of the propell- 
ant yields   : 

pc (AH)r= A (Tf - Ts)/h    , 

where h is the flame height, pc is the average density of the condensed phase,   A H 
is the average heat absorbed (per gram) in gasification,  \ is the thermal conductiv- 
ity of the gas, Tf represents the adiabatic flnme temperature and Ts denotes the 
surface temperature.     The equation states that the heat needed for gasification is 
supplied by conduction and the right-hand side is an estimate of the temperature 
gradient in the gas adjacent to the surface.    On highly questionable grounds, we 
assume that for a diffusion controlled process (52), (53)   : 

rd 3l/3/d    t 
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where d is the diameter of the oxidizer crystal and on much less questionable 
grounds we postulate that, for a process controlled by finite chemical reaction 
rates   : 

rch ~ P 

From the fundamental equation describing the surface energy balance, applied first 
in the diffusion controlled limit and then in the chemically controlled limit, it foll- 
ows that the heights of the diffusion and premixed flames are given, respectively, 
by   : 

-  c 5/pl/3 

and 

hCh   =  <"6/P 

where c5 and c6 are independent of p.    We then postulate that a fraction a of the 
surface is covered by diffusion flames and a fraction (1 - a) of the surface is cov- 
ered by premixed flames.    The average flame height over the surface ^s there- 
fore   : 

h   - ah(,   +   (1 - a)hvh  =  Cj/p1/3   +  c8/p   . 

When this formula for h is substituted into the surface energy balance equation, the 
original . jrning rate formula is obviously obtained with   : 

ct - c8p(. AH A  (Tf - Ts)   , 

c3 = c7Pc AHA   (Tf - Ts)   . 

The preceding argument is illustrative of the questionable foundations of existing 
models.    For example, the relationship rd ~ p1/3 has not been shown to be con- 
sistent with the conservation equations.    Indeed, there is reason to believe that 
this proportionality cannot be reconciled with the one-dimensionality implied in the 
rest of the arguments;   it may be retrievable by introducing an effective pressure 
dependence of the thermal conductivity (which is absent in its original derivation), 
or by recourse to other physical or chemical phenomena or perhaps not at all. 
Phenomena associated with the processes of uncovering new oxidizer particles and 
burning out others as the grain regresses are also neglected in the preceding argu- 
ments.     Many other questions can be raised. 

However objectionable   these models nevertheless point up the important basic fact 
that it will probably be necessary to recognize the existence of both diffusion flames 
and premixed flames, in developing theories of heterogeneous propeilant combust- 
ion. 

4. 4.   Sandwich Burner Models 

The final class of models that we shall consider are the so-called sandwich burner 
models, in which it is assumed that the heterogeneous propeilant can be approxi- 
mated as a series of parallel slabs of fuel and oxidizer, alternately placed side by 
side and pressed together.     Burning is assumed to occur on a face that is perpen- 
dicular to the planes of the slabs.    The burning zone is assumed to be composed of 
a series of parallel diffusion flames extending downstream from the intersections 
of the oxidizer and fuel slabs.    The iuel and oxidizer surfaces exposed 'o the burn- 
ing zone are assumed to remain plane but are permitted to extend to different 
heights into the flame zone.    Although the model geometry constitutes an idealiza- 
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tion for real heterogeneous propellants, nevertheless sandwich geometries of com- 
posite propellants have been constructed    id burned in the course of research pro- 
grams.     Price and Barrere  observed     .at   experimental    surface   geometries 
during burning differed from those postulated in the theoretical model, thus im- 
plying tnat ih? model requires further refinement, even within the context of the 
sandwich geometry. 

In a sense, sand'/ich burner models are special cases of those emphasizing the 
interplay between diffusion ana premixed flames.     The sandwich burner stud-  s 
emphasize in particular the diffusion-flame aspects of the combustion process 
However, the theoretical developments of the sandwich burner models that have 
been reported in the literature are more firmly based on the conservation equations 
than are the published studies of the earlier models.     Therefore the results of the 
existing sandwich burner studies are more believable, although of a much more re- 
stricted scope. 

The solid propellant sandwich burner model of steady composite propellant combus- 
tion was first discussed in the literature in Ref. (19).     Since then, the theory of this 
model has undergone extensive development (56),  (57) and lias been brought to the 
point of preliminary comparison between theory and experiment.    In Ret  (56), the 
burning rate was derived for a sandwich experiencing unopposed surface gasification 
processes and diffusion flame combustion in the gas phase.     The analysis provides 
an extension of the two-temperature hypothesis in predicting that the protruding pro- 
pellant constituent with the higher gasification temperature controls the burning rate, 
while the other constituents with the lower gasification temperature, controls the 
difference in height between the surface of the two constituents;   here "control" re- 
fers to tht effeel of a small change in pyrolysis rate on the composite propellant 
combustion behavior.     Experimental evidence for the validity of this same conclus- 
ion, in pyrolysis experiments that do not involve diffusion flames, has been cited in 
Chapter 5, Section 3. 1.    In Ref. (57), the analysis of Ref. (5G) is extended to include 
nonstoichiometric propellant composition.    This extension enables comparison with 
experiment to be made concerning the effect of oxidizer particle size on the burning 
rate of composite propellants in the diffusion flame regime.    The theory provided 
qualitative correlation of such experimental data for ammonium perchlorate pro- 
pellants (57). 

An important objection to the sandwich burner model in its present stage of devel- 
opment, is that it is incapable of yielding a pressure-dependent burning rate.     To 
correlate experimental results over appreciable ranges of pressure, the model 
must be augmented by allowing for pressure-dependent gas-phase reactions.    A 
prime candidate for the dominant pressure-dependent reaction in propellants em- 
ploying NH4N03 or NH4C104 as an oxidizer, is the decomposition flame of the 
oxidizer.     Failure of the flame surface approximation in the gas-phase reaction 
between fuel and oxidizer, is another possibility;   this approximation must break 
down at the planes of contact between solid fuel and oxidizer.    It would be compli- 
cated but not prohibitively difficult to blend one or the ether of these effects into the 
sandwich burner model. 

5.   Theories of Combustion of Metal Particles 

5.1     Introduction 

Metalized propellants exhibit combustion phenomena that differ from those of other 
heterogeneous propellants.     Metals are characterized by relatively high ignition 
temperatures.   On the basis of the two-temperature concept, one wouid therefore 
expect metal constituents to extend far into the gaseous reaction zone.    This tend- 
ency is indeed observed experimentally.    The typical metals are, in fact, so diffi- 
cult to vaporize that in propellam combustion they have been observed to break off, 
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agglomerate, melt, coalesce and move about in the gaseous combustion zone before 
fin, My igniting and burning.     Thus, the usual ' icture of a continuous, ii regular 
surface separating the gaseous and condensed phases is not valid for metalized pro - 
pellants.    The meta;   onstituents are mor. likely to burn as spherical particles in 
the hot gaseous products of the binder-oxidizei reaction.    A key problem in under- 
standing the combustion   ,ochanism of metalized propellants is, therefore, to ascer- 
tain  the burning mechanisms of spherical metal particles in various gaseous at- 
mospheres. 

One might expect that the complex behavior of metals in propellant combustion would 
greatly affect the burning rate of the propellant.    However, at most metal concen- 
trations of practical interest, this is not so.    Generally speaking, a metalized pro- 
pellant surface appears to regress at roughly the same -ate as the surface of the 
nonmetalized system;   as the metal is exposed, it moves and burns more or less 
independently in the gaseous flame.    There are exceptions to this rule.    For ex- 
ample, metals shaped as long wires can efficiently conduct heat to the interior of the 
propellant, thereby increasing the burning rate appreciably ("rate-controlled burn 
ing").    But the complexity of the combustion processes of metals seldom influences 
the burning rate or combustion mechanisms of the rest of the propellant.    To a 
large extent, metal combustion can therefore be studied separately from propellant 
combustion. 

The practical importance of understanding the metal combustion process stems from 
the fact that in an overall sense, the metal constituents burn more slov/ly than the 
rest of the propellant.     Thus, metal particles have been observed to continue to burn 
well downstream from the gaseous reaction zone of the propellant.   It is important 
to achieve a high combustion efficiency of the metal in order to realize the potential 
improvement in performance afforded I y metalization.    Particle burning times thus 
affect chamber dimensions required for acceptable performance.     Furthermore, 
performance depends critically on the particle size of the condensed metal oxide re- 
action products (see Chapter 2) and final product particle sizes are controlled by the 
particle combustion mechanism.     Therefore met  I particle combustion mechanisms 
are of practical interest in themselves. 

In the present section we consider theories of the combustion of small spherical 
metal particles in gaseous atmospheres.    First, some peculiar characteristics of 
the combustion of metal spheres will be described.    Next, the few theoretical 
studies that have been reported will be referenced and an incomplete sot of assum- 
ptions will be outlined on which an improved theoretical treatment of aluminum 
sphere combustion might be based. 

5.2.   Description and Classification  of Behavior of Various Burning Metals 

The obvioas starting point for a theory of metal sphere combustion is the well- 
developed theory of hydrocarbon fu~l droplet combustion (3).    However, there are 
essential differences between metal and hydrocarbon combustion.    The principal 
new element that must be included in any metal combustion theory is the fact that 
condensed-phase products must be foi »ned for combustion to occur at all.     The re- 
action of condensed metal and gaseous oxidizer to form gaseous combustion pro- 
ducts is almost always endothermic and therefore cannot support a flame.     At least 
some condensed products must therefore be included in any realistic theory. 

The nature of theories of metal combustion must also differ from one metal to 
another.    These differences stem from differences in the properties of various 
metal-metal oxide systems      Here we describe some of the more important differ- 
ences that shouid be considered.     The differences affect ignition as well as com- 
bustion behavior.     These ideas are due to Gordon (58) and to Brzustowski and 
Glassman (59) and have been reviewed in larp? part by Markstein (60). 
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The first characteristic of the system that must be ascertained, is the relative 
volatility of the meial and the metal oxide.    Most metals are more volatile than 
their oxides.   Boron is the princ.pal example of a :    tal that is less volatile than 
its oxide.    When tup oxide is more volatile, it is possible for appreciable concen- 
trations of gaseous oxide to exist in thermal equilibrium, in   ontaci with condensed 
metal.    In the burning of spheres of such  netals, there may therefore exist a pure- 
ly gaseous region in the vicinity of the surface of the metal in which the gaseous 
oxide is the principal constituent.    The burning mechanism of such metals may be 
similar to that of carbon particles, in which oxygen diffuses through the gaseous 
product to the surface and reacts there in a surface reaction.     Boron particles 
.iave been observed to burn slowly in oxygen without fragmentation (58), a resul* 
which is consistent with such a supposition.    As the metal-oxide gases flow aw,v 
from the burning sphere into cooler regions, nucleaticn and oxide condensation 
would begin to occur;   in this respect the metal combustion differs from carbon 
combustion.     The mechanism that we have ,ust described cannot occur if the met?? 
is more volatile than the oxide, because there can be no purely gaseous oxide layer 
around the surface of such metals. 

Mother characteristic of the metal-metal oxide system that can affect ignition and 
combustion h« havior is the mutual solubility of the metal and its oxide.     If th   solid 
metal-metai oxide system is completely immiscible, then an oxide coating can dev- 
elop on the surface of the metal particle, inhibiting combustion an.' preventing ig- 
nition Uwder certain conditions.    On the other hand, if the metal and metal oxide 
are completely miscible, oxide formed on the surface can be transported into thr 
i^erior somewhat more rapidly, leaving more metal exposed for further attack by 
g iseous oxidizer.    Thus, soluble systems are capable in principle, of supporting 
sustained surface combustion at an appreciable rate, while insoluble syrtems with 
nonvolatile oxides are not, at least at surface temperatures, below the melting 
temperature of the oxide.    ALove the melting , emperatvre of both the oxide and the 
metal, motion of the liquids may expose additional metal to the gas.    The melting 
point of the oxide has, in fact, ber   identified as the approximate value of the ignit- 
ion temperature lor certain inso* "      systems with nonvolatile oxides (Al and Be). 
That such a relationship  s only      > oximate has been borne out b\ the experiments 
of Friedman and Macek and othei J (60),  (61).     The true ignition temperature and 
ignition mechanism of metals is quite complex, is poorly understood and apparently 
depends r-n the particular metal and the method of ignition (60?.     M   ?'esium, alum- 
inum and beryllium are typical metals for which the metal-metai oxide system is 
nonsoluble while titanium and zirconium are soluble in their oxides (59). 

A third proper y of systems with nonvolatile oxides that affects ignition and com- 
bustion behavior, is the ease with which the metal can be vaporized.    Magnesium 
has been termed a volatile metal, while aluminum, beryllium, titanium and zircon- 
ium were classified as nonvolatile (58),  (59).     Clearly, such a breakdown is some- 
what subjective, involving for example, rather arbitrary identification of a critical 
equilibrium vapor pressure at some specified temperature.     But magnesium and 
aluminum, for example, do exhibit different combustion behaviors, the former 
showing a greater tendency toward vapor-phase combustion.    It is not yet clear 
however, who*1 er the volatility categorization is an essential ow that distinguishes 
what combustion domains can occur or one that is merely a convenient way of stat- 
ing what relative temperature levels are required for achieving a given combustion 
domain. 

i he size of a metai particle has also been found to influence its combustion behav.or 
Two size categories,  large and small, with a dividing diameter around 50 to bO 
microns, have been proposed (59).    The sn>: k ücles tend to exhibit a greater 
decree of vapor-phase cambustion.    Again, ft is J       tear that particle size per sv 
is an appropriate criterion £o. a particular conibut .     mechanism. 
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For metals with nonvolatile, insoluble oxides,  (Mg, Ai , Be) it is reasonable to 
assume that ».he combustion process involves vaporization of the metal, followed by 
reaction of the metal vapor with oxygen in a kind of diffusion flame in which solid 
metai-oxide combustion products are produced.    The solid products would tend to 
be formed as particles that are much smaller than the burning metal particle;   the 
existence of ine.>c very small cxide particles in metal-particle flnme ■/ones has 
been demonstrated clearly in experiments (60).     The small oxide particles grow in 
size as they flow away from the metal sphere. 

However, this model cannot constitute a complete picture of the combustion process 
under all sets of conditions      Fragmentation of burning metal particles has often 
been observed experimentally, especially for either large metal particles or non- 
volatile metals;   it occurs for both insoluble (Mg, Al) and soluble (Ti,  Zr) systems. 
The mechanism of fragmentation requires explanation.    One possibility is that the 
oxide particles produced in the gas-phase reaction coalesce around the metal, even- 
tually forming a cap that prevents gas flow until the pressure inside builds up suff- 
iciently to puncture the cap, thereby causing the particle to be propelled (and per- 
haps fragmented) by the escaping gases.    Another possibility is that such a cap is 
formed directly oy means of a competing surface oxidation reaction.    Oxide caps 
covering part or, in some cases all, of the metal particle have been observed ex- 
perimentally (60).    Other hypotheses concerning the mechanism of fragmentation 
have also been advanced (59). 

A final important point that we have not mentioned yet, is the possibility that the 
composition of the gaseous oxidizing atmosphere exerts an appreciable influence on 
the combustion mechanism.     Metal combustion in atmospheres containing water 
vapor sometimes is quite different from combustion in perfectly dry atmospheres 
(60).    Chemical explanations for these effects can be proposed, on the basis of 
formation of different compounds.     Experiments performed by different investi- 
gators are sometimes difficult to compare because different oxidizing atmospheres 
are used and also because in some cases the oxidizing atmosphere consists oi lean, 
premixed, laboratory flames of changing or unknown chemical composition. 

When metal alloys burn, they exhibit various special phenomena thaf differ from 
those of pure metals (59),  (60). 

5.3.   Theories of the Combustion of Spheres of Metals with Nonvolatile, Insoluble 
Oxides 

A few attempts to develop theories of metal particle combustion have oeen reported 
in the literature.     These theories treat combustion of pure metals in gaseous at- 
mospheres, in which oxygen is the only chemically active constituent.     They per- 
tain to the metal-metal oxide systems that are probably of greatest practical inter- 
est in solid propellant comlustion, viz., insoluble condensed phases and relatively 
highly nonvolatile oxides.     Most consider magnesium and aluminum explicitly. 

5.3. 1.   Dilute Heterogeneous Diffusion Flame   -   Markstein (62) developed a theory 
of a dilute spherical diffusion flame for a magnesium-oxygen-argon system.    He 
did not intend to construct a theory for the burning of metal -k.articles.     Thus, he 
purposely avoided considering processes occurring in the central part of the spher- 
ical flow region, by treating a dilute mixture of magnesium vapor in argon, injected 
in gaseous form at a point in the center of the spherical reaction zone.     However, 
many of his results should have a dir >ct bearing on the reaction kinetics in the 
burning of solid, spherical, magnesium particles.    The combustion reaction bet 
ween Mg and 02 is assumed to be a heterogeneous one, occurring on the surfaces of 
small MgO particles.     All nucleatlon processes are assumec. to occur in a small 
region nec.r the point of injection and   analysis is attempted only    its.'de this nuc- 
1 nation region.     Thu/s, the process studied is the growth of the particles of MgO 
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(assumed spherical but permitted to have a size distribution) as they flow radially 
outward with the argon carrier pas.     Additional assumptions include the approxi- 
mations that the mole fraction of oxygen in th^ gas is practically constant, the mole 
fraction of argon is practically unity, temperature is constant, the radial convection 
velocity is negligible compared with the radial diffusion velocity of magnesium and 
th^ velocity of the condensed combustion products equals the radial velocity of the 
carrier gas.     There is precedent for introducing assumptions of this type into 
di'ute diffusion flame analyses. 

Under these assumptions,  mass conservation of magnesium implies that the hum uf 
the diffusion flow rate of the reactant vaoor and the volume flow rate of th<_ conden- 
sed reaction product i« a constant.     This conservation equation is combined with a 
reaction rate law, in which it is assumed that the time rate or change of volume of 
a condensed product particle is proportional to the prod■•"• <>f the concentration of 
magnesium in the gas and the surface area of the particle, in order to obtain two 
firsi-order, ordinary differential equations for the radial distributions of the mole 
fraction of gaseous magnesium and the volume ol condensed products pt. unit gas 
volume.    The final differential equations were solved numerically.     Solutions for 
radia) distributions of product particles were compared with mici odensitometric 
analyses of photographs taken in eariier experiments of Markstein and it was in- 
ferred from the comparison, that most of the nucleation does indeed occur very near 
the center of the sphere, thai a broad particle size distribution is produced during 
nucleation, that the sticking coefficient foi- gaseous Mg atoms on solid MgO particles 
is about 0.75 x 10"1 and that about 4 x 1012 solid product particles per err' were 
present in the particular experiment analyzed.     More recent experimental work has 
indicated that the value of the sticking coefficient may have to be revised. 

Obviously, many of Markstein's assumptions require modification for application to 
burning of metal particles;   for e^iimple, boundary conditions at the surface of the 
metal must be considered and practically all of the approximations peculiar to the 
dilute diffusion flame (e.g., constant temperature) must be abandoned.     However, 
Markstein's kinetic scheme concerning oxide partible growth may remain applicable. 
The work constitutes a first step toward a theory of magnesium-sphere combustion. 

5.3.2.   Metal Sphere Combustion   -   Brzustowski and Glassman (63) treated theore- 
tically the combustion of both aluminum and magnesium metal par-    les.     Kuehl (61) 
applied essentially the same approach to aluminum and beryllium        bastion:   his 
formulation was slightly more general thar  ..at of Brzustowcki and Glassman in that 
he allowed for oxidizers (other than oxygen) that may produce certain gaseous pro- 
ducts and provided for somewhat more accurate computations of thermal conductivi- 
ties and heat capacities.     The two treatments are so similar that we need discuss 
only one of them here.    We shail focus our attention on the Brzustowski-Glassman 
analysis of aluminum combustion. 

In rome respects, the Brzustowski-Glassman development is modeled after the 
theory of hydrocarbon droplet combustion;   it differs, of course, in allowing for the 
occurrence of condensed-phase products of reaction.     The spherical metal particle 
is assumed to be surrounded by a concentric spherical flame surface of infinites- 
imal   thickness which divides an interior region, in which metal vr.,   r and reaction 
products interdiffuse from an exterior region in which oxygen and reaction products 
interdiffuse.     Except for a finite rate of vaporization at the metal surface, all con- 
sideration of chemical rate processes is avoiaed by assuming infinite rates at the 
flame surface and zero rates elsewhere. 

In developing diffusion equations, the interior and exterior regions are treated as 
kinds of stagnant films, a procedure which :r.ay be questionable and which induced 
the authors to erroneously set condensed particle velocities equal to mole-average 
rather than mass-average gas veicr:Hp9.     Although the formulations Uoed in 
analyses of hydrocarbon droplet combusti m enable me to avoid such film approx- 
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imations. the burniug rate of aluminum may be small enough for results depending 
on the Brzustowski-Glassman diffusion equations to be valid. 

Heat transfer by conduction and by radial convection from the flame surface to the 
metal surface and from the flame surface to the surroundings is properly included in 
the formulation, within the framework of the flame-suriace model.    Heat transfer 
by lauiaüüü is also included in the analysis.     Radiant heat transfer may be of im- 
portance because condensed, hot products of combustion are formed.    In the Brzu- 
stowski-Glassman treatment of radiation the infinitesimal  flame surface iz approxi- 
mated as a solid surface and absorption or emission of radiation is permitted to 
occur only at the droplet surface, the flame surface and infinity.    Brzustowski- 
Glassman results involving radiant energy transfer are thus qualitatively valid, at 
best.     The radiant energy transfer problem is a difficult one that probably should 
be attacked only after one completes an analysis, neglecting radiation, that affords 
some insight into the radial distribution of condensed reaction products.    The 
appropriate approximations for radiation transport will depend critically on the 
radial distribution of the condensed oxide. 

Through various approximate integrations of the ordinary differential equations that 
they developed, Brzustowski and Classman obtained graphs for the mass burning 
rate and for a variety of other properties of the system (e.g., flame radius, sur- 
face temperature, fraction of the products produced at the flame surface that are in 
the gaseous phase), as functions of composition of the oxidizing atmosphere, ambient 
temperature,  radiation parameters, etc.    The detailed approximations involved in 
the analysis are too numerous and too varied to be listed here.    However, it may be 
worth indicating that in aluminum combustion the reaction that is assumed to take 
place at the flame surface is taken to be   : 

Al(g)+!o2(g)-^(l- a)Al203(i)f \  aA10(g) + ± aAl(g) + a 0(g), 

where a is defined as the fraction of reaction product vaporized and is calculated in 
the analysis from the assumption that the flame temperature equals the boiling point 
of the metal oxide.    This chemical formula implies that the gaseous part of the re- 
action product is a mixture of A10, Al and O.     Evidence in support of this assumed 
composition is derived principally from vacuum sublimation experiments, which are 
carried out at very low (submillimeter) pressures and under reducing conditions.   At 
the pressures (1 atm and above) and oxygen concentrations considered in the metal 
particle combubMon analysis, such a high degree of dissociation of reaction products 
seems unlikely; it is possible that the most realistic approximation for the chemical 
composition of the gaseous part of the reaction product may well be simply AI203(g). 
The eff°ct of the stoichiometry assumption on the results of the analysis cannot read- 
ily be estimated from the curves because they all refer to the same stoichiometry. 

The following results of the analysis are not liable to be affected by any of the ob- 
jections cited above:   The dimensionless driving force for mass transfer from burn- 
ing aluminum particles is of the order of 10"1 (less than 10"3 times the value for 
typical hydrocarbon droplets) if radiant energy transfer is neglected.     The surface 
temperature of a burning aluminum particle is probably a few hundred degrees be- 
low its boiling temperature during burning at atmospheric pressure.     The mole 
fraction of gaseous aluminum at the surface of a burning aluminum droplet is pro- 
bably of the order of 10"l or less.     Results concerning other chemical compositions 
vind results concerning the magnitude of the burning rate, such as that shown in Fig. 
6-13, could depend appreciably on the approximations introduced. 

Brzustowski - "i Glassman rightly conclude that their analysis provides a step to- 
ward a   understanding of metal combustion. 
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5.3.3.   Remarks Concern >g Assumptions for an Improved TheoreticsJ Treatment 
of Aluminum   ^pnere Combistion   -   The assumption that the entire reaction lakes 
place at a flame surface is difficult to justify for systems that produce condensed- 
phase products because the overall heterogeneous reaction process, involving nuc- 
leation and particle growth, need not exhibit the simple kinetic and chemical eo4uiJ - 
ibrium behavior known to be representative o! many homogeneous reactions      App- 
reciable r  action times may be required lor the production of condensed oxides. 
Hence it is desirable to refrain from invoking a flame-surf ace approximation at the 
outset of a theoretical treatment of aluminum combustion.     It is known that most of 
the analysis of hydrocarbon droplet combustion can be completed without introducing 
a flame-surface approximation (3) and it would be of interest to investigate how 
much progress can be made along these same lines for aluminum particles. 

It is reasonable to introduce a number of other simplifying assumptions for alumin- 
um combustion.     For example, it mav be sufficient to permit only Al {[),  \1 (g), 
Ü2(g) and Al203(£) to be present in she system.     In any event, all chemical react- 
ions except the condensation and evaporation steps can be treated as energetically 
neutral with reasonable accuracy.     Small spherical particles of the liquid oxide can 
be assumed to be produced by the gaseous react ants.    These particles should be 
permitted *o grow at a rate that depends on the rate at which gaseous aluminum and 
oxygen molecules impinge on them.     Produce particle sizes are expected to be so 
small that the contribution of the particles to ihe hydrostatic pressure, due to their 
random Brownian motion, should be iaken into account.    A particle size distribut- 
ion, continual homogeneous nucleation, which is perhaps the most difficult theoreti- 
cal problem at this level, and particle agglomeration, should all be accounted for 
in the analysis as accurately as possible.     Radiation should be neglected in the 
first approximation. 

Recently Wilson (67) has reviewed from a common viewpoint all previous theories 
for aluminum  combustion and has developed a variety of new models, some of 
which include certain of the preceding suggestions.   He provides fundamental argu- 
ments for neglecting radiation in single-particle combustion.   He has performed 
experiments which demonstrate by direct photography that the square of the particle 
diameter decreases b   >ariy with time, thereby support) ig hydrocarbon-droplet 
types of models.   He has demonstrated that low accuracy of currently available 
experiments and absence of data on high-temperature transport properties prevent 
one frcrn selecting a "best" model of the hydrocarbon-droplet type from the 
variety that are now available. 

Much remains to be discovered about the burning mechanisms of n   tal particles. 
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VAt 
Ap/At 

erosion constants df.finec in Eqs. 7-3 - 7-17. 

length of grain 

Mach number 

erosion exponent define■* in Lq. 7-4 

mass flow rate 

mixture ratio 

number of moles per unit mass;   pressure exponent for regression 
rate 

perimeter of a cross section of the central port 

pressure 

average chamber pressure 

Prandtl number 

linear regression rate;   radial coordinate 

universal gas constant 

Reynolds number 

erosion contribution to  r 

fraction of the surface composed of binder material 

temperature 

time 

adiabatic flame temperature 

temperature of oxidizer at the flame 

initial temperature 

surface temperature 

temperature of oxidizer at the surface 

axial gas velocity 

axial and radial components of diffusion velocity of chemical 
species   i 

radial component of velocity 
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wb burned web thickness 

Wj mass rate of production of species  i   by chemical reactions 

x axial distances from upstream end of motor 

xi mole fraction of species  i 

Y distance between two sample surfaces 

Yf combustion zone thickness 

Yj mass fraction of species  i 

y[ transition height 

Yox oxidizer mass fraction for propellant 

ß erosion factor defined in Eq. 7-fi 

Y ratio of specific heats 

AL energy required to vaporize solid propellant 

ALn heat of vaporization of binder 

AL0X heat of vaporization of oxidizer 

e erosion function,   r/r0 

X thermal conductivity 

ß coefficient of viscosity 

« Ppr/G 

p density 

^w shear stress at the wall 

*w heat flux at the wall 

X Ac/Ap 

Script Letters 

^1j binary diffusion coefficient for species pair  i  and  j 

ZT? molecular weight 

f gas volume 

Superscripts 

sonic conditions 
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Subscripts 

C chamber 

e erosive contribution 

V fuel 
1 

B gas 

h head 

U chemical species 

L conditions at X = L 

o,ox oxidizer 

0 upstream end of grain;   nonerosive conditions 

P port; propellant 

s propellant;   conditions at propellant surface 

T turbulent 

t throat;   erosion threshold 

t 
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Erosive   Burning- 

1. Introduction 

The phrase'erosive burning of a propellant grain' refers to the sensivity of the burn- 
ing velocity to the gas-flow conditions parallel to the burning surface.    Most modern 
grains nave a central port through which the combustion gases flow.    In this geo- 
metry tl?e erosive effeci is most pronounced in the early stages of motor combustion, 
when the ratio of the port cross-sectional area to the nozzle throat area is smallest. 
This erosive effect can lead to large variations in the performance of the rocket 
engine, since it prevents the grain from burning in parallel layers as is generally 
assumed for simplicity in performance calculations.    The time evolution of the 
chamber pressure will thus exhibit discrepancies between theory and experiment. 
The differences, which consist chiefly of an increase of pressure for a short time 
after motor ignition, are due to a local increase of the burning velocity toward the 
downstream end of the grain.     The flame front reaches the engine casing earlier 
than predicted and difficulties may appear with respect to the heat resistance of the 
material in the downstream part of the case.     The duration of the oressure tail is 
then more or less increased, according to the nature of the propellant and the shape 
and dimensions of the grain ard of the nozzle.     The erosive effect could be dimin- 
ished by increasing the initial port cross-sectional area, but the volumetric loading 
factor and the engine performance are thereby decreased.    The ratio of the port 
cross-sectional area to the nozzle throat area lies between 2 and 5 in practical 
applications.    Thus the erosive effect cannot be eliminated and must be taken into 
account, if one wishes to estimate accurately the performance and the structural 
resistance of the engine. 

For this reason, many experimental studies have been carried out and several theo ■ 
ries ieveloped in order to determine the dependence of the burning velocity on the 
mass tlow rate and on other flow characteristics in the central port.    Although the 
theories sometimes agree very well with the various experimental results, they do 
not seem to be of an universal character.    It has therefore been considered useful 
to devote a chapter to erosion phenomena.    We do not claim to solve the problem 
out rather to summarize the state of knowledge on the question, for both the publish- 
ed experimental results and the theoretical models presently proposed. 

2. Experimental Aspect (1) (2) (3) (4) (5) (6) 

When the ratio A /At of the port cross-sectional area to the throat area of an engine 
is sufficiently small the pressure recordings resemble those of Fig. 7-1 for which 
/< }/At ~ 2;   a pressure peak is observed at the beginning, due to an increase of 

trning velocity, and the flai*:° front reaches the engine casing earlier than pre- 
dicted at the nozzle end of the grain      The thrust tail duration is also longer than 
predicted by theory.     TSo pressure digrams at the upstream and downstream ends 
of the grain (p() and px) uxifer appreciably, *! 'east at the beginning of the run, due 
to the flow velocity in the central port (dynamic pressure drop). 



402 

Under these conditions the burning velocity will depend upon many parameters such 
as the chamber pressure pc, the gas velocity of the propellant surface, the temper- 
ature of the burnt gases, their composition, the nature of the propellant, its initial 
temperature, and the shape of the port cross-section.    The experimental techniques 
must permit one to study the influence of each of these parameters on the burning 
velocity.     Before summarizing the experimental results,  we shall describe the 
methods presently in use, which may be divided into two broad categories, labora- 
tory methods and engine measurement methods. 

2.1.   Laboratory Methods for Determining the Erosion Function 

Three laboratory techniques have been developed, differing according to the gas 
generator used and the method for measuring the regression late of the propellant 
surface expose'* to the gas flow. 

a) Method „   Marklund and Lake,    (7) 

In the method of Marklund and   Lake,   a   propellant sample is located in a hot gas 
stream generated by a main chamber.    This main chamber is loaded with the same 
propellant as the one constituting the sample.    The operating pressure and the gas 
flow rate in the test section can be varied by modifying the nozzle throat cross- 
section.    The various soecific arrangements employed are summarized in Figs. 
7-2 and 7-3. 

In the diagram at the bottom of Fig. 7-2 the sample is located in a tube connecting 
the chamber to the nozzle.    It is assumed that the sample burning starts simultan- 
eously with the main chamber burning and after a variable interval of time ai X ray 
flash is triggered.     The sample geometry is thus recorded on a film located very 
close to the sample.     From this photograph and the initial dimensions of the grain 
one can compute the burnt web thickness and the burning velocity. 

This method has been replaced by the one depicted on the top of Fig, 7-2.    Small 
propellant pellets are attached to the end of a pressure transducer.    As soon as the 
combustion is completed the transducer indicates the chamber pressure and the 
time interval between ignition of the chamber and indicated pressure rise gives the 
burning duration of a tablet of known thickness.    By varying the tablet thickness 
one obtains different values of the burning velocity as a function of the gas flow rate 
in the channel and of the pressure. 

In order to determine the erosion function under sonic stream conditions the above- 
mentioned apparatus and procedure have been slightly modified.    The propellant 
sample is now located at the throat of the nozzle, where the stream reaches sonic 
velocity.    These exper:ments and measurements are chiefly intended to study the 
possibility of using an engine with a constriction ratio KIX= Ap/At close to unity, 
(A   being the port cross-sectioned area at the downstream end of a tubular grain). 
This device is depicted schematically at the bottom of Fig. 7-3 and employs ':wo 
pellets on opposite sides of the nozzle. 

Larger samples have been used in which the pellets are replaced by propellant 
strips located in '„he stream, as indicated on the top of Fig. 7-3.     For each strip 
two pressure transducers record the time when the flame front reaches the casing. 
From the strip thickness and the burning duration, as given by the pressure trans- 
ducer recordings, one obtains the average burning velocity at two points of the 
sample.     As in the preceding experiments one can double the number of measure- 
ments by placing two strips on opposite sides of the channel.     The major disadvan- 
tage of thebv procedures is that many runs are necessary to determine the time 
development of the surface contour. 
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b) Zur row's Method    (8) 

The experimental apparatus used by Zucrow and his i.o-workers is similar in prin- 
ciple to Marklund's.     A solid propellant rocket motor is used as a gas generator 
and the exhaust gases stream through a two dimensional test section (Fig. 7-4).   Two 
opposite sides of this section are formed by transparent plexiglas windows.    Pro- 
pellant parallelepipeds are mounted on the metalic sides of the channel.     A diver- 
ging section brings the flow to the test section and the gas velocity is approximat- 
ive^ constant close to the samples.    Surface contours are observed by means of 
motion picture photography. 

The propellant constituting the sample is the same as the one in the gas generator 
and there are two samples, one on each side of the flow.    However only one sample 
is photographed during the run (at 720 Fps).    The film also records timing marks, 
which are synchronized with the other recordings made during the run (pressures, 
upstream and downstream of the sample). 

The burning velocity is determined by measuring on the iilm the web thickness AY 
burnt during a time interval At   (which is also read on the film).    Let g be the 
enlargement factor due to the optical svstem>    The burning velocity r is then given 
by   : 

AY r  -   g .       . 
At 

In order to determine the flow characteristics at the sample location, one can use 
the mass conservation equation relating the ratio between the port cross-sectional 
area Ap at the sample location and the nozzle throat area At, to the Mach number M 
at the sample location   : 

y+1 

2(y-l) 

A
P       _       1 

A M 

1 +  Zll   M5 

2      _ 
y+1 

2 
from the value of Ar/Atone computes the Mach number M. and the gas velocity is 
then given by the definition of M   : 

u = M    Jy nRTK    . 

These experiments thus allow one to determine the burning velocUy as a function of 
the pressure and the gas velocity u. 

c) Nadaud's Method   (9) 

The apparatus used by Nadaud is shown in Figs. 7-5,  7-6 and 7-7.    It is composed 
of a hybrid gas generator that uses a solid fuel contained in the combustion chamber 
and a liquid oxidizer, sucn as nitric acid.     This device allows one to change the 
nature of the combustion gases by changing the nature of the fuel and of the oxidizer. 
The pressure and the velocity in the test section are adjusted for each run by choos- 
ing a suitable thr' d size.    One can also vary the mixture ratio by modifying the 
length of the fuel grain.     A preliminary study of the gas generator has defined the 
working conditions which enable one to cover, for a solid propellant, the useful 
operating regime of a rocket engine.    The operating characteristics lead to deter- 
mining the oxidizer mass flow rate n^, the average fuel consumption rate during the 
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Fig. 7-6    Gener id view of apparatus. 

Fig. 7-7    Ablation chamber types. 
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run mF , the total flow rate rhg  - m0 + rhj.  and the mixture ratio MR    - riiF/m0. 

Two sample parallelepipeds are located in the test section, and two windows allow 
one to photograph the samples during the combustion. A diverging section, which 
is not shown in Fig. 7-5, channels the flow to the test section. 

From the film recordings one can, at each instant of time, determine the burning 
velocity of each sample and the port area since the samples are glued to the viewing 
windows.    These windows are made of quartz, and the surface in contact with the 
propellant has been roughened in order to increase the adherence of the propellant. 
This makes glueing easier and increases the accuracy of the data reduction, since 
the flame front thus appears more sharply on the film.     The static pressure at the 
sample surface is also recorded. 

At any time t, it is possible to compute, for a given position x on the sample, the 
regression rate r (x, t)  : 

r(x,t) = |   -ft [Y(x,t)l. 

in which Y (x, t) is the distance between the two sample surfaces at the streamwise 
position x.    The curve Y (x, t) is plotted as a function of time for a given position 
x, then differentiated. 

The specific mass flow rate pu  through the port area Ap (x, t) = h Y(x, t), is given 
by the relation   : 

mF  (t)+m0(t) + pp   /   hr(x,t)dx = (pu)   th Y(x,t). 

The area ratio A (x, t)/At determines the Mach number   M(x, t), which in turn det- 
ermines the average gas velocity u (x, t), since the mean velocity of sound a is det- 
ermined from the overall characteristic velocity. 

In this apparatus the regression rate r can then be studied as a function of the static 
pressure in the test section, the specific mass flow rate, the nature of the combus- 
tion gases and the mixture ratio. 

d) General Remarks on the Laboratory Methods 

The method developed by Nadaud leads to reproducible results.     By using two 
samples and special viewing windows, it allows one to determine the burning rate r 
v/iih an accuracy of the order of 2 to 3%.    It is possible to fit the Y(x, t) vs t data to 
a simple mathematical formula and to differentiate this formula analytically in order 
to obtain a good approximation to the instantaneous sample regression rate.    The 
hybrid gas generator can also easily be replaced by a solid propellant generator. 

The chief disadvantage of the laboratory approaches, arises from the nature of the 
boundary layer, which differs in laboratory devices and in a real engine.     In a real 
e igine the boundary layer develops all along the grain (boundary layer with mass in- 
jection), whereas in a laboratory device it starts close to the sample, without any 
mass injection.     The consequent difference in flow structure is likely to modify the 
f\,?rgy and mars transfer processes between the surface and the gas.     These pro- 
cesses control the erosive effect. 

Another disadvantage arises from the method for measuring the burning velocity r„ 
in the absence of external flow parallel to the surface.     It is impossible to deter 
mine the values of r and r,   * imultaneously in the same laboratory experiment, and 
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it is necessary to obtain r0 eithe/ from special engine runs or from bomb measure- 
ments.     It is known that for certs in propellants there is a difference between the 
burning velocity as measured in a strand burner and as measured in an engine. 
These and other uncertainties make it is difficult to compare r and r().     Zucrow 
determines r, by using a small two-dimensional motor, with transparent windows, 
containing propellant which burns in a nonerosrve environment.    The value of r0 is 
then oUaincd from a film recording of the run.    Heron (17) burns two propellant 
samples simultaneously one under zero,  the other under the chosen gas velocities. 
Sample burning was  interrupted, giving a direct comparison between the burning 
rates, so that  no independent no-flow condition regression rate measurement was 
required. 

2.2.   Direct Measurement of Erosive Burning Velocity on Rocket Motors 

The three most important rocket motor techniques which have been developed for 
studying erosive burning are the burn interruption technique with subsequent meas- 
urement of the web thickness, the direct exan nation of the regression rate by an 
appropriate method (X rays, gamma rays) an I the use of probes embedded in the 
grain. 

a) Burn Interruption Technique   (1) 

In this method the combustion process is stopped abruptly after a certain duration 
of the run.     The interruption is achieved by quickly opei.ing of the upstream end of 
the rocket casing in order to produce a sudden expansion of the combustion gases. 
Explosive bolts unfasten the end-closm : of a vertically mounted rocket, and in some 
experiments the propellant gram falls into a water quench tank.    After each run the 
burnt we'; thickness is determined at   'ifferent axial positions along the grain.    Runs 
made with the same initial conditions, bvi interrupted after different durations, all- 
ow one to plot the burnt web thickness versus time, for each axial location.    Differ- 
entiating this curve, one obtains the burning velocity r (x,t), and the burning veloc- 
ity without erosion is determined at the upstream end of the grain, x = 0 (r() = r(0, t)). 
In order to determine the erosion function r/»*0, a large number of runs is necessary 
when using this method. 

A dtatic pressure measurement is also made uDstream and downstream of the grain. 
The local characteristic flow parameters (static pressure, velocity, specific mass 
flow rate, temperature, Mar;: number ...) are often difficult to determine very 
accurately because of their coupling with r and also because of the heterogeneity oi 
the flow.    This determination is usually made by means of a one-dimensional, 
simplified theory.    The burnt propellant mass flow rate at time t and axial posiiion 
x is given by the relation   : 

m, (x,t) = p     /% (x,t)   P(x,t)dx. 

where P(x,t) is the function of x representing at time t the perimeter of a cross 
section of the central port, whose area is A (x,t)      This relation can be checked by 
weighing the grain, and it can be used to determine the specific mass flow rate for a 
given time and position   : 

mt) (x, t) 
G (x,t)  = pu . 

Ap(x,t) 

The approach is sometimes simpli   ed by introducing the total mass flow rate   : 
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PcAt 
Til         (l          i)      - 

and then using the approximation: 
At IV X 

VJl^,    if 

c*           A„(x,t) L 

where L is the lengtii of the gra i. 

Near the exit section of the gr; in the Mach number and the static pressure are ob- 
tained from the one-dimensional flow relations: 

M(L, t)=f (Ap (L, t)/Ac)    , 

and p (L, t) is obtained from M(L, t). 

At a given position x one introduces a ficticious throat area At* such that: 

At*        mb(x, t) 

Ä7 "    mb (L, t) 

so that 

M(x, t)=f(Ap(x, t)/At* 

and p(x, t) is obtained from M(x, t). 

The gas velocity u(x, t) is obtained from M(x, t) by using an average sound velocity, 
which is computed from the measurement of the characteristic velocity c*. 

The operating pressure can be varied by changing the ratio Kj Ab/At of the burn- 
ing area to the throat area. 

b)        Radiographic and Cineradiographic Techniques (10) (11) 

In this case a two-dimensional motor is used, with two rectangular propellant grains 
each covered with an inhibitor on three sides.    The geometry simulates the cross 
section of a normal motor, but in a two dimensional chamber the port cross sec- 
tional area increases less rapidly than in the usual configuration with a central per- 
foration.    A concentrated beam of X rays is directed toward the motor and the 
image of the propellant grain is produced on a phosphorescent screen which is then 
photographed.     The dimensions of the grain at each moment is obtained from these 
photographs.    The advantage of this method is that it yields an instantaneous value 
of the burning velocity.     The number of runs is reduced in comparison with the 
number required in method (a), and the propellant combustion is not influenced. 

A two dimensional chamber with viewing windows can alr.o be used to determine the 
erosion function, but in this case it is often difficult to achieve proper working con- 
ditions. 

Another method consists in using radioactive element (such as cobalt 60) which 
emits gamma rays.     The radiation intensity through the motor is determined with 
a scintillation counter.     The intensity I is related to the absorbing medium thick- 
ness by a law of the form I = I0 exp(-/ix) where ß is the linear absorption coefficient. 
By measuring I one can determine the evolutl n of x with time and the burning velo- 
city.    A grain with a circular cross-section port gives the law: 
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r = exP (H x ) 

2   ß    In 

dl 

dt 

The data reduction methods in paragraph (b) are identical to the ones in paragraph 
(a), at least in so far as the characteristic flow parameters are concerned. 

c) Probe Techniques   (12) (13) (14) 

In this method probes prp hurled in the grain to detect the passing of the flame front. 
The most usual probes are of the ionization type with two electrical leads, connected 
to a measurement circuit which incorporates a DM 160 type gas triode.    At rest the 
film recordings of a luminous spot show the normal operation of a gas triode.    A 
polarisation voltage of 3 volts brings the spot to extinction.    The small dimensions 
of these tubes (diameter 6 mm, length 20 mm) allow one to build very compact units. 
The recordings are   made on a simple strip film camera.    Fig. 7-8 shows two re- 
corders used at ONERA; they yield a total of 100 measurement points.    The film 
recording shovs a series of straight lines which are interrupted when the flame front 
passes the corresponding probes.    From the positions of the probes aid the times 
recorded, one can determine the evolution with time of the burnt web thickness. 

It is always difficult to assure good insulation between the electric leads. 

The measurement of the distance between the probes or bsiween one probe and the 
initial grair. surface is made by means of a micro-compary tor with an accuracy of 
1 micron.    In view of the accuracy of the time measurements for a distance between 
the probes of the order of 2 mm, the distance measurement leads to an accuracy on 
the burning velocity of about 2%. 

Fig. 7-9 shows how the probes are set into a cross section of the grain, 
of the cross section is then glued to the other side of the grain. 

This side 

In a grain with a star -shaped port the probes are placed along star points or star 
recesses in order to study the influence of the geometry, as indicated on Fig. 7-10. 
The number and locations of the test stations are chosen in such a way that a part- 
icular aspect of the phenomena can be studied.    For example the study of negative 
erosion is achieved by placing probes in the upstream part of the grain. 

Fig. 7-11 is a photograph of a grain equipped with probt.j.    The various measure- 
ment sections are marked with tape which protects the ele   rical leads.    Instru- 
mented grains are mounted in the motor as shown in Fig."   12 for a short grain. 

Other probe types have been used, such as thermocoupL s embedded in the grain or 
variable conductivity probes which melt when the flam- hont oasses them.    It 
seems however that the type described above, with t\  .   'ose.'y spaced conductors 
allowing the current to flow whw*i the flame front passes, gi    s the best results. 

2.3.   Indirect Methods on Rocket Motors   (15) 

The pressure evolution cm ves inside a rocket motor give indications of erosive 
effects.    In particular one observes a sharp pressure peak at the upstream end of 
the grain.    It is reasonable to ask whether one can extract the erosion function 
from this pressure distribution curve, which is sensitive to erosion.    To study 
this question, one must first specify the form of the erosion law which has to be in- 
troduced, then adjust the parameters appearing in it to bring the computed pressure 
distribution curves into agreement with the experiment curve.    A law of the form : 

r = r„ (p) . € (G, p) 
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Fig. 7-9    Flat Probes. 

a) Location oi flat probes in a measurement cross-section. 
1980 

b) Distribution of measurement cross-section. 

Fig. 7-10    Grain with star shaped cross-section. 
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Fig. 7-11    Star shaped port grain with probes 

Fig. 7-12    Rocket engine with tubular port grain,  before firing. 
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TECHNIQUES OPERATING     ACCURACY 
CONDITIONS 

REMARKS 

SAMPLE METHODS 

Xray 

Photographic 

semi-realistic    Poor 

semi -realistic    Good 

Average burning rates 
or »nstentaneous 
burning rates 

Instantaneous burning 
\tes 

Probee semi-realistic Poor Average burning rates 

Pressure Pickup semi-realistic Goo! Average burning r; t?s 

DIRHCT MOTOR FIRING 
METHODS 

Interrupted burning Realistic Fair Average burning rates 
numerous firings 

Coliimated radiactive 
beam 

Realistic Unknown Instantaneous burning 
rates 

PROBES     Thermocouples 
Conductivity 
Ionisation 

Realistic 
Poor 
Faii- 
Good 

Average burning rates 

INDIRECT MOTOR FIRING 
METHODS 

Analysis of the pressure 
time record Realistic Poor Instaiitaaeour 

Table 7-1     Comparison of Experimental T^hniques. 
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of the burning velocity with respect to the no-flow burning velocity;   this "negative 
erosion" phenomenon has been observed with homogeneous and heterogeneous solid 
propellants.    In the vicinity of the nozzle the gas velocity in the central channel 
and the cross-sectional area increase simultaneously,  giving evidence for an in- 
creasing influence of erosion phenomena.    In the downstream part of the motor the 
central port is approximately conical in shape.     From the evoluti grain 
geometry, one can thus distinguish two regions:  the negative erosion r.   ion [which 
for certain propollants, can completely disappear or lead to cylindrical pi rfiles 
(r - r0 )j and the normal erosion region in which the cross sectional area increases 
with the axial distance.    These two regions are separated by an erosion threshold 
boundary, Jefined to be the position where the measured burning velocity is equai 
I j the no-flow burning velocity.    Due to the erusion phenomena, the grain profile 
becomes time dependent, but the time evolution is controlled by numerous para- 
meters (in particular the g'.ain geometry), the grain profile will not be the same in 
an axial plane passing through a star point or a star recess (see Fig. 7-14).    The 
effect of erosion on a star recess in the presence of a gas flow, is much stronger 
than the effect on a star point. 

The evolution of the bu:nt web thickness v^ is shown in Fig. 7-14 as a function of 
the downstream distance x for various burning times within the first second of the 
run.    One can notice a pronounced erosive effect on a star recess.    At the begin- 
ning of the run there is no negative erosion at a star recess; it appears and becomes 
marked only after 0. 5 sec (Fig. 7-14a).    On a star point the negative erosion app- 
ears as soon as the run starts (Fig. 7-14b).    The smaller burnt web thickness at 
the star point than at the star recess after 0.2f> sec may be due to an unsymmetri- 
cal ignition of the grain.    The grain length over which there is negative erosion 
decreases as the burning time incr^ses and is always longer at a star point than at 
a star recess.    This figure shows how complex the phenomena with a star shaped 
grain are and this complexity makes it difficult to give a general erosion law.   From 
known values of burnt web thicknesses at star points and star recesses, we have re- 
presented on Fig. 7- 1F the evolution of a cross section of the cei»    A port during the 
first second of a run (which is when the erosion phenomena are mojt important). 

The burnt web thickness is plotted versus time on Fig. 7-16 for positions x = 0, x = 
50, 100, 150 and 200 cm. The local instantaneous burning velocity r(x, t) is com- 
puted from these curves, the burning velocity r0 being determined at x = 0. 

Before studying the various laws which have been proposed to represent the burning 
velocity, we shall discuss the importance of the various parameters- 

2. 4.2.   Influence of the Various Parameters   -  The Durning velocity we are con- 
sidering nere is a local value.    The geometry and the burning velocity depend, as 
seen above   upon the location on the burning surface and on time.    The time var- 
iable can be ehmii^ted and replaced by local properties of the fluid on the surface. 
Thus r will depend upon numerous parameters which we shall classify as follows: 

Gas-flow   -   Gas flow is characterized by the pressure p, the gas velocity u, the gas 
te.nperature T^ , its composition (expressed by its molar mass) and its nature (one 
or two phases).    In the boundary layer regime, one would like to know local values 
at the edge of the boundary layer but the measurements are difficult to perform in a 
hot gas stream and only average values are available. 

Propellxni   -   Erosion phenomena can be different for homogeneous or heterogen- 
eous oropellants since the boundary layer structure can change as well as the dis- 
tribution of the flames on ehe surface.     The initial propcllant temperature TL can 
also modify the erosion function.    The grain geometry and, in particular the shape 
of the central port crops-section, can also be of some importance. 
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Fig. 7-14    Evolution of longitudinal port profile. 
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Fig. 7-15    Evolution with time of the burning surface at x = 100 cm. 
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Fig. 7-16    Wfc versus t,  at different stations;   tubular port grain. 
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Operating Conditions   -   Th? operating conditions of the motor also ; »fluence the 
erosion function.    Spinning the motor for instance modifies the force field clos-e to 
the burning surface and can, for a sufficiently high rotation speed and when the com- 
bustion gases contain condensed phases, affect the erosion function.    I'ranjient 
regimes (ignition, combustion instabilities and extinction) can also exhibit erosion 
laws which differ from steady state laws. 

a) Influence of the Gas-flow   -  The gas rtrtMin velocity parallel to t\* burning 
surface plays a predominant role.    The larger u is, the larger the e rsive effect 
will be, at least above a threshold velocity under whif !   ft     ^rtain propel" mts, th^ 
erosion is either zero or negativ. 

The threshold velocity ut has been observed by many experimente   ? and its exist- 
ence is beyond doubt, although it was initially attribute more to errors caused by 
experimental difficulties in measuring small erosive effects than to negative erosive 
phenomena.    This threshold velocity depends upon numerous ^rameters and irom 
all available experimental results, one can say 11 at the larger rQ is, the larger the 
threshold velocity will be.    Composite propellants of the A P-Polyurethsu 2 type 
show a threshold velocity which depends upon the pressure and the nature of the 
binder.    The effect of pressure upon utis not well oefined     KrcitUer (10), for in- 
stance finds, on a motor using a composite-modified double-base, aluminized pro- 
pellant, that the threshold velocity decreases slightly when th< pressure increases; 
Zucrow (8) reaches the same conclusion after studying a (polyurethane, aluminum, 
ammonium perchlorate) propellant sample and gives th« following values   : 

ut (ft/sec) pc (psia) 

2060 400 
1940 500 
1700 600 

On the other hand,  Larue's experiments on rocket motors indicate a higher thresh- 
old velocity u( at low pressures than at high pressure for a Plastisol type propell- 
ant (12). 

Figure 7-17 stresses the influence of the gas velocity on the erosion function.    It 
shows the variation of the erosion function  e   = r/r   with the gas velocity u for a 
homogeneous JPN propellant.    It is seen that the normal burning velocity can be 
tripled   when the gas velocity u reaches 500 m/s (1500 ft/sec).     This velocity 
effect is therefore far from negligible.    Heron's experiments on colloidal propell- 
ants lead to the same conclusions (17).     The effect is however, less pronounced 
than above;   for the same velocity the burning rate is increased by about 60*?   . 
Propellants with a low burning velocity ro lead to higher erosive effects (17V   These 
results are similar to the ones given in Fig. 7-18, showing the negative ere   on 
zone, the erosion threshold and the positive erosi >n zone.     For homogeneous pro- 
pellants, the erosion function increases as the normal burning velocity decreases. 
When the results are represented on a diagram, the velocity u is sometimes re- 
placed by the local Mach number M.     This representation is equivalent to the first 
one, since an average sound velocity in the central port is assumed (see in particu- 
lar Heron's experiments (17)). 

The local static pressure in the gas affects the rate of heat transfer to the grain and 
modifies the erosion function.    The results of varies experimenters are in qualit- 
ative but not quantitative agreement.     Figure 7-19 refers to a heterogeneous pro- 
pellaiii using ammonium perchlorate as an oxuuzer and polyvinyl chloride as a 
binder.     It shows the influence of pressure, which is greatest when the gas velocity 
in the central port is high.     Similar results have been obtained by Marklund and 
Lake with two propellants, propellant A (polyester-ammonium perchlorate, 
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Flg. 7-18   Zucrow's experiments;  effect of combustion gas velocity and 
combustion pressure on the total burning rate r. 
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Fig. 7-19    ONERA experiments.     Burning rate r versus pressure /or 

several values of u. 
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3 f*-65 weight percentages) and propellant B (polysulfide epoxy - ammoMum per- 
chlorate,  25-75 weight percentages).     Figures 7-20a and 7-20b chow the results, 
which indicated a greater sensivity to pressure as the gas velocity in the central 
port increases.     According to Zucrow, this sensivity to pressure is not as pro- 
nounced, for polyurethane-ammoniuni perchlorate - aluminum type propellants 
(Fig. 7-21).     It is also less marked for certain propellants in the plateau domain, 

The combined effect of pressure and velocity can be introduced into the erosion 
function by using the mass flux G = m(x)/A , where m (x) is the flow rate of th2 
combustion gases at position x and Ap the port cross sectional area.    A represen- 
tative curve is shown in Fig. 7-22 for a (polyurethane    aluminum - ammonium per- 
chlorate) composite propellant.    In this diagram the erosion function e is given as 
a function of the mass flux m/A0 - p u and shows a negative erosion domain, an 
erosion-threshold value of the mass flux, then at higher flow rates a linear variation 
of t  with G = p u.    The G-representation is often used, and it includes effects of 
the pressure and of the velocity, since G = P u = y p u/a2, where a is an average 
value of the sound velocity in the central port.     The product M p, where M is the 
Mach number, is sometimes substituted for G;   both expressions are equivalent 
when one employs an assumed value of the sound velocity. 

Green (1) characterized the flow by introducing the parameter G/G*, where G* is 
the critical mass flux at the section considered.    Since G* is proportional to the 
pressure in the chamber, G/G* is related to the velocity parameter rather than to 
the mass flux.      The critical mass flux is defined as the mass flux attained at Mach 
number unity in a steady, frictionless, adiabatic, ideal gas flow in a constant-area 
channel with gas injection normal to the flow direction,    In using non-dimensional 
parameters, u is sometimes divided by u * , the sonic speed at the throat of a fic- 
ticious nozzle of throat area A,*, of throat total pressure p + p u2, and of nozzle 
mass flow rate m (x).    By definition G = m (x)/Ap and G* - m(x)/At , so that 
G/G* can be replaced by: 

G* 

This relation is approximately equivalent to the Blatz relation (30) which makes use 
of the mass flux at the exit section of the grain Glt since   : 

G A m (x)     At x     At 

üL • r * üTTO x; - i  x;  • 

Figure 7-23 snows the variation of the erosion function  t  with Green's parameter 
G/G* .     The correlation is practically linear above threshold, except for four data 
points attributed to unstable burning.     The parameter G/G    can also be expressed 
as a function of the local Mach number M   : 

V A*   A, m(x) A, X A, 

\ A,    Ap rii{L) A
P L Ap 

G  M 
G* 1 + y M 2 

2(y +1) (1 + £Ü-   M2 ) 

The composition of the combustion gases has little influence on the erosion function. 
Nadaud has shewn on co lposite propellant samples that the mixture ratio of the gas 
generator ones not appreciably change the value of the erosion function. 

Although no systemati    experiments have been carried out to study the influence of 
alumina in the flow, it is possible that this two-phase flow influences the burning 
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Fig. 7-20a    Lake and Marklund's experiment;   influence of pressure 
and gas flow velocity on combustion rate. 
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Fig. 7-2Qb    Lake and Marklund's experiment;   influence of pressure 
and gat. flow velocity on combustion rate. 
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Fig. 7-21    Zucrow's experiments;   burning rate as a function of 
chamber pressure with the gas velocity as a parameter. 
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Fig. 7-22   ONERA experiments;  erosion factor e versus pu for a 
plateau propellant. 
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Fig. 7-23    Green's experiment;   erosion factor e versus G/G* ratio. 
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rate as much by mechanical effects as by a modification of the energy transfer pro- 
cess to the surface. 

The influence of the gas tempera, re has not been studied systematically.    By chan- 
ging the mixture ratio of the gas generator, the gas temperature is altered, but 
according to Nadaud's experiment this temperature effect is small, the important 
lector being the adiabatic flame temperature of the solid propellant sample. 

It is not possible to classify the flows into laminar and turbulent since the Reynolds 
number varies along the grain from zero to roughly 107. 

b) Influence of the Nature of the Propellant and of Grain Geometry      - The eros- 
ion function depends strongly upon the nature of tho propellant.    In order to illus- 
trate this fact Figs. 7-24a and 7-24b show Dickinson and Jackson's results with pro- 
pellants of the following weight compositions: 

A 

7S 

B C D E F 

Ammonium Perchlorate 70 7u 65 70 56 

Polyurethane 25 25 25 20 25 25 

Aluminum 5 5 15 5 19 

LiF(added parts) 1.8 

Copper chromite (added parts) 1.0 

Tc °K 2100 '340 2220 3170 2290 2810 

m g/mole 21.54 22.16 22.14 25.94 22.38 24.92 

po (1000 psi) 0.21 0.24 0.15 0.33 0.33 0.16 

c * 4650 4820 4560 5010 4760 4760 

Isp sec 216 221 210 235 218 226 

pp (lb/cm1) 0.058 0.0584 0.0585 0.062 0.0586 0.0601 

Aluminum does not seem to have an appreciable influence on the erosion function. 
At high pressures ( 1000 psia ) the erosion effect is little influenced by the pro- 
pellant composition and the oxidizer/fuel mixture ratio.    The smallest erosion 
effect is observed with propellants having the largest burning velocity r0      The 
smaller the erosion effect, the larger is the erosion threshold.    The erosion func- 
tion r/r0 is modified little by the initial grain temperature.    Erosion effects on 
oropellants used in the plateau domain are much more complex.    The plateau effect 
can be obtained with double base propellants by adding catalysts which increase the 
burning velocity.    The effect of these catalysts is greater at low pressures than at 
high pressures.    Catalytic effects can be noticeably reduced or entirely suppressed 
by a flow parallel to the surface.     The sensitivity to the flow thus depends upon the 
pressure.    This explains why an appreciable influence  of the gas flow parallel to 
the surface and of the pressure is observed in the plateau domain for double base 
solid propellant. 
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Fig, 7-25    Fenech and Billheimer's experiments;   correlation of 
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In composite propellants the plateau effect is due to a more rapid combustion of the 
A P    crystals followed by a local momentary extinction on certain points of the sur- 

face.    A flow parallel to the surface can modify the distribution of the extinction 
zones and in certain cases destroy the plateau effect. 

According to Fenech and Billheimer (18) the grain geometry influences the erosion 
function.     (We have already noted that the burning velocity is different at a star 
point and at a star recess.)    Reference (18) introduced a parameter which depends 
on the grain geometry and which is related to the hydraulic diameter.     Designating 
by A   the area cf the cross section of the central port of perimeter P, one can define 
the area A(. of a circle of perimeter P (Ac = P2/4 n A   ).     The non-dimensional 
parameter which appears is then   : 

K p2 

A 4» A, 
P P 

The erosion function measured for various geometries can be correlated roughly by 

replacing Green's parameter G/G* by ~* x , as the experimental points of 

Fig. 7-25 indicate.     The points for which the correlation is poorest, correspond to a 
five pointed star and a wagon wheel configuration. 

c) Influence of the Operating Conditions -   Few results have been published con- 
cerning the influence of the motor operating conditions on the erosion function. 

Rotating a motor using metalized propeJlanis leads to a modification of the burning 
velocity when the rotation speed exceeds 50 rps.    It has also been noted that in cer- 
tain cases a longitudinal acceleration of more than 100 g's can inlluence the burning 
rate.     This influence can be due to a modification of the flow conditions at the sur- 
face, actually an erosion effect. 

It has also been noted that the burning velocity laws in the steady state regime and 
in transient regimes are different (see Chapter 5).     These differences can be ex- 
plained by an erosion effect.    In particular, it is possible to show that the increase 
of the burning velocity during extinction can be attributed to an increase of gas vel- 
ocity in the central port during the expansion process. 

d) Summary   -   In summary, the following trends appear to be well established: 

- The erosion effect is more pronounced at low burning velocities r0 . 

- The erosion threshold velocity increases as the erosion effect decreases. 
This threshold is pressure-sensitive. 

- At high pressures (> 1000 psia) the propellant composition and the mixture 
ratio have little influence on the erosion function.    At intermediate and low pres- 
sures this function is sensitive to the propellant composition, while the mixture ratio 
still has little influence. 

- Loading the propellant with aluminum seems to have little influence on the 
erosive function. 

- The grain geometry generally modifies the erosion function. 

- The transverse velocity destroys the plateau effect. 

2.4.3.   Proposed Experimental Laws   -   From the experimental results described 
above, many laws have been proposed, but they are often essentially equivalent, 
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since the same parameters are assumed to be constant.    It can be assumed in cer- 
tain c;?scs that the burning velocity is the sum of two terms   : 

* o ♦   re       , (Eq.7-1) 

where r0 is the burning velocity in no-flow conditions and re the erosion contribut- 
ion,    One can also divide the burning velocity by r0, thus defining the erosion 
function   : 

-f     -  € (Sq.7-2) 
o 

Tavernier and Boisson's laws are of the form of Eq. 7-1   : 

r   =   rQ    f  Kl  u (Eq.7-3) 

or   : 

r   =   r     +  K,     —TT o 1       u * 

where u    is the critical velocity, reached at the throat of the above-mentioned f?c- 
ticious nozzle.    These laws involve the flow velocity  u. 

Marklund's laws are also of the form of Eq„ 7-1   : 

r   =  rQ  +  K2  Gm (Eq.7-4) 

The exponent m, of the order of 0.3, generally increases for high mass fluxes, 
according to the authors, because of a mechanical erosion effect. 

Hi arklurd ?nd Lake's experiments are reasonably well correlated by more complex 
laws of tne form proposed by Lenoir and Robillard (19), such as  : 

r   =  r0   + X3 G( 8   exp (- fi %£- ) (Eq. 7-5) 

A>r 
where ~- is the rat'o of the mass fi^es perpendicular and parallel to the surface, 
and K3 and ß are constants. 

The erosion function e is more widely used than the function re. 

In early work simple lau* have i>een proposed by Heion, such as  ; 

€   =   y-     =  1   f   K4   (u   -   Ut) (Eq.7-6) 1 o 

where l  - erosion threshold velocity ut appears. 

Geckler replace ri the velocity by the specific mass flow rate, so that   : 

€ = JL    = (1 + K5G) (Eq.7-7) 
o 
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Green's relation   : 

-^   =1+K6g, (Eq.7-8) 

has often been used. 

Fenech and Billheimer introduce in coefficient Kg the influence o* the g^ain geor>'*t- 
ry   : 

K6  =  K7       xu' 0.38 (Eq.7-9) 

With the propellants used by Fenech the value of K7 was 0.21. 

Kg depends upon the propellant used and upon the burning velocity r,.    Generally 
K6 decreases when rn increases, as Green's experiments show (Fig. 7-26).    This 
definition of K6 ~ K'6 /r0 justifies Marklund's additive !ormula with m - 1 

Geckler's formula has been modified by Dickinson in order to yield an expression of 
the form   : 

(   - =   1   +  K (G   -   Gt) (Eq. MO) 

which takes into account the threshold effect for a threshold mass flux Gt>   Lame 
and Guinet, after studying composite propellants experimentally, have generalized 
this law (see Fig. 7-27).     They introduced the formula   : 

€     =      1      +     Kr (Cf     -  G?   ) (Eq.7-11) 

where the constant K5   can take into account the geometry öf the grain. 

Using Summerfield's representation Barrere and Larue showed that, for composite 
propellants outside the plateau domain, the erosive burning velocities can be written 
in the form   : 

A B (d, u ) 
=  —    +  ———- (Eq.7-12) 

where A is a constant independent of the flow velocity, and B is a function of the 

average oxidizer grain diameter and of the gas velocity u viz.. B   = — *1 

a   +  u 
The exponent   or is of the order of 1/3 (20). 

More complex empirical relations have been Droposeu by Saderholm (21), namely   : 
2 

In  r = a^ + ax X + a2 Y + a3 (at X + a5 Y) (Eq. 7-13) 
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Fig» 7-29    Injection parameter £ versus axial distance X. 
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where X = J.n pc and Y = 1 n (1 + u)   a0, ax, a2, a3, a4 and a5 are constants. Along 
the same line one must note Kreidier's * elation   ; 

K« (G-K9-Klopc) 
C a =   1  (Eq.7_14) 

Pc 

with n'=0.485, K8 = 3.272, K9-0.26? K10=   .00151 and pt - chamber pressure 
u ^i), G = mass flux (lb/in2 .sec), for a particular composite double base propellant. 

Zucrow proposed the following relation   : 

r   = Pc" <ao  +  Kii  u) (Eq.7-15) 

where the constant a0 is a function of the propellant composition its initial tempera- 
ture a.nd the velocity thresholdut . Ku is a constant which differs according to 
whether u is smaller or larger than ut;   the exponent n" depends upon the composi- 
tion and the velocity u of the gases. 

Variations of Marklund's relation are sometimes used of the form   ■ 

r   =  K12   (MpJ ' (Sad?rholm) (Eq.7-16) 

or else   : 

e =  -   = 1   +  K13   (pcM)°-8L "°'2     (Shuey) (Eq.7-17) 

These variations can be related either to Green's formula (Eq. 7-8) or to Eq. 7-11, 
which are the empirical laws that are used most generally. 

3.   Theoretical Aspects 

This paragraph will be divided into two parts, the firt>i reviewing the proposed semi- 
empirical theories, the second establishing the fundamentals of a more complete 
theory, based upon the equations of aerothermochemistry. 

3.1.   Semi-Empirical Theories 

The proposod semi-empirical theories all make use of a certain number of con- 
stants whi '., have to be determined from experimental results.    Therefore they are 
of no use if one wishes to predict the erosion function of new propellants and one has 
to rely on experiments. 

Before studying this problem a few general remarks are of importance.     The Rey- 

nolds numbers  Rex   = and Ren   =     — vary in a wide range along the grain. 

In particular at the upstream end one cannot speak of a boundary layer since most of 
the flow is perpendicular to the surface.     Farther downstream the flow lines bend 
and become parallel to the surface, and a boundary layer develops while the Reynolds 
number varies along the central port.     As an example Fig. 7-28 shows the variation 
of Rex und Reu versus x for a two meter long grain with a ratio KJJ = A   A   close 
to unity.     The Reynolds numbers vary from zero up to 108 for Re   and   10h for Ref). 
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They vary from values corresponding to a laminar regime up to values correspond- 
ing to a turbulent regime.    This large variation could bear some relationship to the 
different regimes of negative,  zero and positive erosion.     Cinephotographs of two 
dimensional chambers with transparent windows show at the upstream end a very 
luminous zone and a low flow rate.     Farther downstream the gas velocity increases, 
the flow becomes very turbulent, and vortices appear.    A further remark concerns 

the parameter £   =   p~ , the ratio of the mass injection flux to the mass flux in the 

central port G.    In boundary layer problems with surface mass injection, the in- 
jection rate through the surface should be small compared with G (£ ~   10-3 to 
10"2).    In the erosion problem,   £ varies from 10~l to 10~2 as x goes from 0.1 to 
1 m (see Fig. 7-29). 

The boundary layer problem is complicated by the variation of the free stream con- 
ditions with x. 

The simplest boundary layer model which can be assumed is shown on Fig. 7-30. 
Close to the surface there is a combustion zone of thickness Yf.    At "Y^ the gas vel- 
ocity is uf.    The temperature at ordinate T^ is the adiabatic flame temperature Tf. 
At ordinate ö is the edge of the boundary layer determined by the velocity profile. 
Several semi-empirica* theories have been derived from this model. 

a) Lenoir and Robillard's Theory (19)   -  The temperature profile is the one 
shown on Fig. 7-31 with a propellant at the initial temperature Ti .    Ts is the sur- 
face temperature and T  the adiabatic flame temperature.    The energy balance 
equation, without a surface reaction, is   : 

h(Tf   -   Ta)   = ppre[cs (Ts    -   TJ] 

where h is the convection coefficient giving rise to the erosive burning velocity com- 
ponent rc and c„   is the specific heat of the propellant. 

In the presence of surface mass injection Rannie has shown that the convection co- 
efficient is expressed as an exponential function of £   : 

h=hu     e-'«   =0.0288ReL-°-2   P/2''3   G   cp   e""4   , 

where h0 is the conventional Chilton-Colburn coefficient without mass injection and 
cp the specific heat of the gas.    The erosive burning velocity is thus given by the 
relation   : 

0.0288     __    -o.2„-2/3 CP  (Tf " Ts } -ß* r = r„ + rc = r0 + G Re, E         - e 
Pp L * cs    (TS . Ti) 

where Spalding's heat transfer parameter   B  appears   : 

B=cp  (Tf -Tj/c,    (Ts -TJ   , 

ß is a constant which must be experimentally determined. 

" enoir and Robillard's relation is reasonably well verified by experiment as shown 
in Fig. 7-32. It does not account for negative erosion but does produce the erosion 
threshold.     When computing the value of the function   : 

C(x)= G(x)Rex~0'2    exp(-ßHx)) 
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it can be seen that the erosion effect is very small for low values of x as shown in 
Fig. 7-32.     This is due to the exponential term which approaches unity for high 
"a lues of x. 

In terms of the erosion function e one can write : 

c = r--- 1 J 0.02^ £   Re:~°'2 P, r„ s 
•2/3 B   -0« 

A similar theory proposed by Marklunci leads to approximately the same relation. 
The heat transfer coefficient is introduced into the Stanton number without mass 

injection.    The value of £ is taken with reference to r0 (£0 = ^E—^ and Spalding's 

transfer parameter includes in the denominator the heat of vaporization AL0X of the 
oxidizer, its mass fraction being Yox.    Thus : 

r = r„ 
KW "         £E CD   (Tf - Ts) e -n0 

Yoxfal'ox + /3' cp (Tf ox T.soxTf 

where ß1 is a constant chosen so as to insure the best fit with experiments, TfOX 

and Ts0X being respectively the temperature of the oxidizer at the flame and at the 
surface. 

Another version of this theory has been proposed, by Zucrow who modified 
Spalding's parameter, writing it : 

B - [S Cp(Tf - T8b) +(1 -S) cp (Tf - T80x)] j Y0x[AL0x 

+ cB(Tsb - Tj) •+ /STCp (Tf - Tsox)] + (1 •• Yox) [ALb 

+ C9(Tsox - TJ-» ßTrp (Tf - Tab)] } 
-1 

where the parameter S characterizes the fraction of the surface composed of binder 
material. 

The expression for r is then : 

r = rn + §n-   (C„0 - ßT O 

All these sen ^-empirical theories are derived from Reynolds' analogy as applied to 
a flow with mass injection. This analogy is also used in the solid fuel regression 
rate theories in hybrid systems such as the one formulated by Marxman (24). 

The chief points of this theory are summarized briefly here 

Reynolds' analogy is based urrm a correspondence between friction, characterized 
by the    iction coefficient CF, and heat transfer, characterized by the Stanton num- 
ber CH so that ; 

CF /CH  = 2 . 

It is also assumed that the surface mass injection modifies CF and CH according to 
the law : 
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C¥ CH lii    (1   +   B) 

F H 
o o 

C„    and CF    are the Stanton number    ,.! friction coefficient in the absence of mass 
Ho «<x 

injection and B is Spalding's transfer parameter defined here as the ratio of th° en- 
thalpy difference between the bulk of the fluid and the propellant surface, divia d by 
the amount of energy required to vaporize the propellant   : 

B = (hf-l^l/AL 

The above law assumes that the effect of the mass injection is the same on the fric- 
tion coefficient and on the Stanton number since B is a thermodynamic parameter and 

ppru 
CF depends upon an aerodynamic parameter   Ba =       v. here 7W is the shear 

stress at the wall.    In other words it assumes Ba - B.    This law in (ln(l+B))/B 
has b^en given more elaborate forms later but the conclusions, remain approximate- 
ly unchanged. 

The heat flux at the wall 4»w    is 4>w   = pu(Cf/2)   [hf-h^ ) where hf and h*  represent 
the enthalpies in the bulk of the fluid and at the wall.    The law of conservation of 
energy yields ppr = <^w/AL, where AL is the energy required to vaporize the solid 
propellant. 

The burning velocit   contribution due to the flow is found to be  : 

re = G CF     In (1 - B) 
o 

It can be seen that this relation resembles Lenoir and Robillard's which used Clo- 
burn's relation to expres: CR   . 

b) Theory of Van denke rckhove    -  This theory has first been applied to homo- 
geneous propellants.     It assumes that the burning velocity is a function of the sur- 
face temperature Ts according to a law of the form   : 

r= K Bexp (- E/R Ts)  , 

where K is a numerical constant, B the frequency factor änd E the activation energy 
of the process of gasification of the solid phase. 

Let TSo and r0 be the surface temperature and the burning rate without erosion. 
The elimination of the unknown factors yields  ; 

■^(i-'ir-H - 
the surface temperature with erosion Ts differing from the temperature without er- 
osion. 

The theory also assumes that the orosion effect is due to the turbulence in the fizz 
zone and the threshold velocity ut corresponds to the moment when the turbulence 
reaches this zone.     The turbident boundary layer theory allows us to define a trans- 
ition height y[   which depends upon the average flow velocity u.    This height y{ and 
the energy conservation equation yield the surface temperature Ts and (by using the 
above relation) r/rrt.    The values of u and r/ru are thus obtained for each value of 
y.' and a relation of the form   : 
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r/rn - 1 ■+ ku (u - ut) . 

gives the value of k^. 

The following table gives a few values relative to the JPN Ballistic propellant (ut = 
180 m/s)  : 

y\ (cm) '*., (°R) T/C -, -v u (m. r ec ) Ky ;yec.m    ) 

0.001 845.3 1.062 205.3 0.00245 

0.008 855.5 1.186 263.3 0.00225 

0.006 370.8 1.390 362.0 0.00214 

These values of k,a agree with the value of 0.00219 cec. nr ! given by Green for the 
JPN propellant, close to the threshold velocity. 

This theory has then been extended to composite prop*     nts by considering the oxi- 
dizer decomposition zone instead of the fizz zone. 

c) Theories Based apon the Flame Structure   ~  In a wzue pressure and velocity 
ran^o, the burning velocity of a propellant in the no-flow conditions can be written 
in the classical form   : 

ro   -~ a Pn     • 

In thp presence of erosion the laws keep the same form, as Fig. 7-33 shows but a 
and n are then functions of the velocity   u   : 

r   = a(u)  pn(u)     . 

The exponent n increases when the transverse v   ocity increases;   this might be due 
to the extension of the pre-mixed flame conditions at the surface.    It will be nec- 
essary to introduce into a theory the modifications of the flame structure due to the 
gas flow parallel to the surface. 

Assuming a velocity law of Summerfield's type   : 

£  -   a + b (d) p a     , 

the term a represents the contribution of pre-mixed .lames and should vary little 
when tiie gar velocity varies, whereas the term b, related to diffusion flames, 
should decrease when the gas velocity increases.     The exponent a must also de- 
crease due to the nature of the transverse flow close to the oxidizer crystals of dia- 
meter d, since the flow there can change from laminar   o turbulent 

Using a model of the same ijrm as the one given in Chapuv 6 for heterogeneous 
propellants, one obtains the following law   : 

■2 - a 4 b (d,   u) p x 

The parameter b alone is sensitive to the velocity.     Without any flow the exponent 
is 2/3;   it becomes equal to 1/3 in the presence of flow. 

The ab^ve lav is reasonably well verified outside the plateau domain and for prop- 
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ellants which follow Summerfield's law.     Figure, 7-34 and 7^35 show this for the 
two propellants A and B discussed earlier. 

Negative erosion would in this case be due to the influence of pressure, the exponent 
a going fron  the value 2/3 for u = 0 to 1/3.     This simplified theory predicts an in- 
crease in transfer processes in the diffusion flames du*3 to the transverse velocity. 
The pre-mixed flames are insensitive to the transverse velocity u, because their 
heights are smaller than those of the diffusion flames. 

3.2. Aerofhermochemica   Approach to the Problem of Erosive Burning 

In order to facilitate discussion of possible basic improvements in theoretical app- 
roaches to the problem of steady state erosive burning, let us consider here one 
simplified motor geometry in which erosive Durning effects ai e important, viz., an 
internally burning tubular grain in a chamoer whose head plate has a flat, non- 
ablative interior surface mounted flu^h against the upstream end of the grain.    We 
also assume that there are no downstream obstructions or flow disturbances which 
produce recirculation or other spurious flows and we prohibit the occurence of 
vortices (nonvanishing time-aver..ge tangential velocities) in the chamber.     Let us 
further postulate that no condensed phase reaction products are produced and assume 
that we can treat the propellant grain as if it were homogeneous. 

Under these conditions, the steady state, two dimensional form of the conservation 
equations given in Chapter 6, Section 1 are expected to govern the gas flow in the 
motor chamber.    These equations are   : 

jL(rp«)<   £    (rpuj-0       ; 

I 3 ß (ax + r      ar    /( 

' ? ( „        f)U    \ 1       ,1    )r        /rlU d V \ / 

')u   ax" +pv    37   = 
ap     _a_ 
ax  " ax 

av aP au  ,   1   a (rv)y pv   äx * [Jx       r     ar     /| 

i   a     /„       av\ a   (   /au 
7  äT    (2rß   ä7J   +    Fxj "(aF ax 

U-' 
a (h + -j + -y-) a (h + -s- + -x-) 

pu —    +   ,>v — 
a x a r 

A (>  IF""!: h'T»U*)+F£('*ff-  "iw!) 

2 . 3u 1    3rv\ 
3 U  (ix      +   r    1F)_ 

a     j    r,   au /au av \ 
Jx    |»[V (a? *  a5 j 

1     a     I       r„ av /au     av \       2   / 3u  , 1   arv\/ 
T IF   j r'J[2v 3? + u (äT+ 17)    ■ Iv(-x    ? Tr-J| 
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JYi DY 
PU      --—i-     +    p V  

ax H        fir 

(xixj/*u)(uj-Ui); 

£-1  (W*J(vv*) 

3XS   "      N 

wir ~~ u 

aX N 

where x and r are the axial and radial coordinates, u and v are the corresponding 
(mass-average) velocity components, and U, and Vi are the corresponding compon- 
ents of the diffusion velocity of chemical species  i.    All other symbols have been 
defined in Chapter 6, where algebraic relationships among them may also be found 
(equation of state, chemical reaction rate formula, etc.).     Effects that are expected 
to be relatively minor, such as thermal diffusion, bulk viscosity, body forces and 
gas-phase rariiactive energy transport have been neglected here. 

The equations hrid in a region bounded by the head plate (x = 0), the propellant sur- 
face [r - R(x)] and 3 somewhat ill defined downstream boundary which may be taken 
to be the exit of the port (x = L).    The boundary conditions differ at each of these 
three boundaries;   for example, u -• v = Ui = Vj = 0 at x = 0, u = 0 and pv = rii(x) 
(propellant nass burning rate) at r - R(x), and in general u / 0 and v / 0 at x = L. 
These and otr i boundary conditions that must be employed entail additional reas- 
onable assui piions (e.g. dR/dx « R/x, no viscous flow of the grain at its burning 
suriace, etc.).    Boundary conditions expressing energy conservation couple the 
gas-phase conservation equations to equations of heat conduction in the solid grain 
and :n the head plate, viz, 

m cs BT/dr-- 3 [Xs (3T/3x)]/ 3r + i d [r Xs (3T/3r)|/3r 

and  : 

a [ xh (oT/ ax)[./ öx +1 a } r \ (a*r/ a r)]/ 3 r = o 

where c s is the heat capacity of the propellant and the subscripts s and h identify 
propellant and head, respectively.    Boundary conditions deep in the propellant and 
on the outside of the head plate are needed along with these two equations.     Finally, 
at r = R(x), a chemical bounda:y condition such is a pvrolysis law (or conceivably 
an interphase equilibrium condition) is needed in order to provide a sufficient num- 
ber of conditions to determine the burning rate m (x) as an eigen value of this com- 
plicated set of partial differential equations. 

Although we have not defined here precisely a reasonable mathematical model for 
the problem of erosive burning, we have given all of the partial differential equations 
that are needed.     We state further that the problem can be defined in the manner 
that we indicate and it is physically apparent that the solution to the problem will 
yield ris (x) in an environment of erosive flow.     Such a solution might be termed an 
aerothermoehemical analysis of the erosive burning problem.     Present-day com- 
puting machines are capable of solving coupled partial differential equations in two 
dimensions by finite-difference techniques.    Therefore, if tlv     is-phase chemistry 

cc is simplified so that only a few chemical species need to be considered, it is quite 
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conceivable that this erosive burning problem can be solved. 

Were such a solution to be carried  out, objections would immediately be raised on 
the grounds that the flow Is usually turbulent during erosive burning, while the anal- 
ysis treats laminar flow.     Such objections would be unfair for two reasons.    First 
it is oniv necessary to rpplncp thp laminar transport ropfficient n t  \  andü*»       by 
turbulent transport coefficients ßT , xT  and /iJT in order to obtain turbulent flow 
solutions which are as good as any that can be derived from current engineering 
approximations.    It is true that numerical estimates for /iT , AT andJ^ jTare likely 
to be inaccurate.    It is also true that even for much simpler flow fields, the more 
accurate expressions for MT , XT  and J* jT introduce more complicated differential 
factors into the governing equations.    But appropriate differential factors for this 
complex, reacting flow are unknown and therefore c  mot be expected to be included 
in a theory.     Second, no turbulent shear flow theory can be claimed to be any good 
unless many detailed experimental measurements support it for precisely those flow 
conditions that it intendo to describe.     Few turbulence measurements exist (of 
mean and/or fluctuating flow   ariabl.es) in reacting flows of any kind and very few in 
flows with highly exothermic reactions.     Few turbulence measurements exist for 
cold one-component gases in the erosive burning geometry, and very few for multi- 
component or nonisothermal systems.    Thus, it is impossible at present (and for 
some time to come) to construct an acceptable theory of turbulent erosive burning 
and it is unfair to criticize a theory for not doing something that is impossible. 
Progress toward well-founded analysis of turbulent erosive-burning must be made 
through experiment and not theory. 

Another objection that would be raised against such a theory is that the results are 
not iiKely to describe well the erosive burning of heterogeneous propellants.    it 
seem" 'hat comprehensive analyses accounting for effects of heterogeneities in 
erosive environments are too difficult tc formulate today.      Some orogress may be 
made in this area by looking at specific effects of erosion on various aspects cf 
heterogeneous burning mechanisms (e.g., by studying how a flow velocity parallel to 
the surface would affect the burning rate in a sandwich burner model) but comprehen- 
sive results are far in the future. 

Wc have already pointed out that the equations given here are quite complicated. 
Approximation techniques are available for simplifying the equations.    Numerous 
different approximations can be made.     For example, in the solids' heat may be 
assumed to flow onc-dimcnsionally, perpendicular to the internal face of the solid; 
this converts the heat conduction equations into ordinary differential equations that 
can be integrated readily.    The region which is most strongly in need of additional 
simplifying assumptions is the gas phase, for which the differential equations are 
most complex.    The boundary layer approximation constitutes a classical technique 
tor effecting substantial simplification in the gas-phase conservation equations. 

In the boundary layer approximation it is first assumed that the gas flow can be div- 
ided into two parts, a central, inviscid core and a thin, viscous boundary layer ad- 
jacent to the grain surface.     The core flow is treated quasi-one-dimensionally, with 
an axiaily directed velocity and with axial variations in flow variables determined by 
chamber radius variations R(x) and by mass, energy, etc. inflow rates at the gas- 
side edge of the boundary layer, through overall conservation equations.   [As a fur- 
ther approximation it night be assumed that the core flow can be specified a priori 
thus implying that an iterative approach would eventually be needed for satisfying 
the overall conservation equations of the core flow (27) (a specific linear velocity 
gradient in the axial direction is assigned to the core flow), j    In the viscous bound- 
ary layer, the boundary layer approximation involves neglecting the terms which 
represent axial molecular transport processes in the governing equations,  so that 
the elliptic set of equations becomes parabolic and yields more readily to analytic 
techniques of solutions. 

J 
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The boundary layer approximation can be valid only if the characteristic distance ö 
over which flow properties in the vicinity of the grain surface change m the r dir- 
ection is small compared with the characteristic distance I over which these prop- 
erties change in the x direction (2$),    In  jew of the continuity equation, this con- 
dition implies that changes in (rpv) be small compared with changes in (rpu) or 
upon integration, that v be of the same order of magnitude as u5 f\ (since v has 
been, assumed to vanish in the core flow).    The results are that v2/2is negligible 

in cf mparison with u2/2, that all viscous terms except  - y (ru y-}    in the x 

roriponcnt of the momentum conservation equation are negligible, that changes in 
pressure acrors the boundary layer (in the r direction) are negligible, that the r 
co nponcnt of the momentum equation can be disregarded, that only the term   : 

I _L  (r x |I -   r p   V     h^iVi tr|i ul?-) 
r   dr   \ dr T~ l 3r / 

need be retained on the right-hand side of the energy equation, that the terms d (p YA 

Uj/ d x are negligible in the species conservation equations and that the x compon- 
ent of the diffusion equation is not needed.     When fi/p^^ and \ /\i cp are both rough 
ly of order of unity, one can then show that the molecular transport terms which re- 
main in the conservation equations are of the same order of magnitude as the con- 
vective terms only if the Reynolds number, Re^pu d/u is of the order (f/6)2 which 
is large compared with unity.     It has been pointed out (29) that this necessary con- 
dition (Re - >  1) for the validity of the boundary layer approximation is not satisfied 
in the upstream portion of the rocket motor.    The basic requirement that v/u ~ 5/ 
I «1, cannot possibly be satisfied for a distance of 5 or 10 port   diameters from 
the head plate.    In particular, the flow velocities for which observations of negative 
erosion have been reported are too low for the boundary layer approximation to apply, 
one would not expect to be able to obtain predictions of negative erosion from bound- 
ary layer theory.    Thus the boundary layer approximation is highly questionable in 
analyses of erosive burning, throughout important parts of most motors (29). 

Besides suffering doubts about applicability, the boundary layer approximation does 
not simplify the analysis of the erosive burning problem to the same extent that it 
simplifies analyses of other problems (such as the problem of the burning of a solid 
fuel in an oxidizing gas stream).    Exact analytical solutions to the differential equa- 
tions that arise from the boundary layer approximation can be obtained in many pro- 
blems for chemically nonpremixed systems, so that algebraic formulas for such 
quantities as the burning rate can be written down.     However, solid propellant com- 
bustion is chemically premixed in this sense and at least one of the differential equa- 
tions resulting from the boundary layer approximation retains complexities that 
usually force nur erical integration procedures to be used.     Accurate "similarity" 
solutions can often be found for nonpremixed systems, but to impose similarity on 
a premixed system generally involves appreciable inaccuracies.    Thus, even with- 
in the framework of boundary layer theory, erosive burning constitutes one of the 
more difficult reacting flow problems. 

The most detailed analysis of erosive burning that has been reported within the 
framework of boundary layer theory is that of Tsuji (27).    Tsuji considers a one- 
step, gas phase, exothermic chemical reaction in the boundary layer of an ablating 
flat plate which has a constant surface temperature and is subjected to a constant 
velocity gradient in the «xiernai stream.     Through various approximations, he was 
able to develop similarity solutions that necessitated the numerical integration of 
only one ordinary differential equation (an energy conservation equation) which con 
tained the burning rate as an eigenvalue.     The numerical integration was carried 
out for a particular example c   a first order reaction and for a particular example 
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of a second order reaction.     The results appear as curves of dimensionless burn- 
ing rate vs. dimensionless velocity gradient and show that the burning rate increac- 
es with increasing velocity gradient.     Too narrow a range of parameters was con- 
sidered for statements to be made about parametric dependence of the burning rate- 
Therefore, neither the analysis nor the results will be reoroduced here 

From the theoretical viewpoint, the problem of erosive burning is a very difficult 
one.     Theoretical progress in this area will continue to be very slow unless entire- 
ly new analytical techniques are discovered. 

4.   Effect of Erosion Phenomena on the Geometry of the Central Port 

The pressure distribution along a grain and the evolution of its geometry have been 
studied in Chapter 4 with simplifying hypotheses. To be more accurate the gener- 
al flow equations will be changed due to the evolution of the geometry of the central 
port and to the surface mass injection. These general equations must be extended 
to a medium with variable boundaries and variable mass (30). 

The port cro^s-sectional area A at abscissa x varies as a function of time through 
the ordinate of its boundary Y(t). Applying the conservation equations to a vector 
field b   in a volume A of thickness dx we get   ; 

I ®Ä P dT    , J       /   b p d T  +   f   b d  /i 
A A A 

where dß is the mass flow into an elementary surface of area dA. (d/Li=pTf. ndA ) 
d T is an elementary volume of A , and D repress  ts the total derivative sign. 

This general relation allows one to write first the mass flow conservation differen- 
tial equation in a medium having variable boundaries and mass. When B is con- 

stant and -prr  s 0 the conservation equation becomes  : 

4- ./   pdr     +   /   dji=0 
(i     A A 

The elementary volume beln^ d r = JT Y?dx(see Fig. 7-36) the time derivative term is 

equal to n  ~ (pY2jdx.     The ~econd term is a surface integral which includes, for 

frontal area the expression n —- (pY2u )dx    and for the lateral area the burning ax 
contribution  2JT Yd Spp r. 

Since dS =Jl+ Y''d dx the elimination of dx leads for the mass conservation equa- 
tion, to the partial differential equation   : 

(a)      1 , ,  

ft (p y2) f a'x (p y2 U } -2Y \r+ r2 p-n r = ° 
To this equation must be added the expression for the burning velocity   : 

(b) 

BY dx _r_ 
at      :   r    dS  =      /fTTTT 

v 
where r is the burning velocity normal to fhe surface. 
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The momentum and energy conservation equations can L»e established in the same 
way. 

The momentum conservation equation is formed by replacing T> by u and p ——   by 
- grad p : Dl 

J    grad p dr  +-~   /  pudr  +    J   u djU  = 0 
A ä A 

or: 

V2 g + |j (P Y* u! +   4   (p Y2 u2) - 2Yv/TTr7 u fV r = 0 

This iasi equation is identical to the classical equation of conservation of momentum 
with fixed boundaries   : 

^C;      du du        1    dp n rr    +U    r-      + -     -^      =0 
Dt dX Ü    3x 

The energy conservation equation is obtained in the same way by replacing 1) by the 
total enthalpy.    This equation forms with the equation of state  :p -pnRT  and 
equations (a),  (b) and (c), the system which allows one to solve the following prob- 
lems   : 

a   -   evolution of the geometry of the central port with time, 

b   -  evolution of the burnt piopellant mass flow rate 

c   -   evolution of the total and static pressures along the grain as a function 
of time. 

The integration of such a system is very complex and a few simplifying assumptions 

will be made.    Assuming first that ^— ~0 which is practically the case since the 

surface forms a small angle with the direction of the flow, equations (a) and (b) be- 
come   : 

'ay 
,JT- a 1 +JL 

This assumes an erosion Law linear with the velocity u. 

One can ilso assume, since the gas composition and temperature vary little along 
the central port, that ß is a constant.     The above system becomes then   : 

Y du       9 ^    3Y 
dx  * o     di 

BY 
IT = a u» J 

Solving this system leads to a parametric profile curve, the parameter living the 
velocity u. 
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Eliminating u leads to   : 

(~r*)-   fe • ■)] 

These problems are generally treated by a step by step integration technique em- 
ploying the erosive burning: velocity laws  : 

r  =   pn ( p, u, p, T )   . 

5.   Conclusions 

There are technological and fundamental aspects to the difficult problem of erosive 
burning.    Jn the technological approach, one proposes simplified models and equa- 
tions for estimating the erosive burning rate.    These equations are very useful to 
the designer;   they simplify data reduction and enable one to carry out performance 
computations for rocket motors.    In the fundamental approach, one attempts to 
describe possible erosion mechanism and to establish a theory for local erosion 
phenomena. 

Although technological studies have been progressing, the fundamental approach is 
much more difficult and will still require much more attention.     Fundamental stud- 
ies must consider a complex heterogeneous boundary layer problem for which no 
satisfactory solution has been given.    We have stressed herein possible future dir- 
ections of research and have emphasized the necessity of accounting for effects oi 
burning-surface heterogeneity on one hand and of a flow heterogeneity near the sur- 
face on the other hand.    The importance of these phenomena has been pointed out in 
previous work (20) and in a recent publication by Miller, (31). 

Flow heterogeneity effects occur for all propellants (both heterogeneous and homo- 
geneous).    This has been seen clearly by examining the flow structure in a two- 
dimensional chamber with transparent walls;   during the erosive phase there is a 
high level of turbulence close to the surface and eddies can be seen. 

The phenomena are rendered even more complex by the surface heterogeneity of 
composite propellants.     In particular, it is difficult to explain the erosion laws ob- 
tained in the plateau domain because the flame structure changes, when a gas flows 
parallel to the surface. 

Erosive burning is essentially a local phenomenon and until one can describe sche- 
matically the processes that occur in the vicinity of the surface, it will be difficult 
to propose a valid theory for erosion. 
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Nomenclature 

a sound iipeed 

Ab instantaneous burning surface area 

Abi burning area of igniter prupellant 

Ad burst diaphragm area 

a f thermal diffusivity, defineo in Eq.8-2 

At motor nozzle throat area 

Ati total orifice cross-sectional area for igniter 

B frequency factor 

c heat capacity per unit mass for propellant 

c * characteristic velocity 

c value of c, at x = °° 
oo i 

c} specific heat at constant pressure 

cv specific heat at constant volume 

c t concentration of hyperbolic constituent in gas 

D tube diameter 

D diameter of central channel 

e specific internal energy of gas in the central channel 

F thrust 

G mass flow rate per unit area 

g gravitational acceleration 

Gr Grashof number (Gr   =   L3pJ g ß    AT/M? ) 

h heat transfer coefficient;   cthalpy per unit mass 

H(x) energy flux into the surface at position  x   (cal/cm2sec) 

J At/Ap 

K A0/At 

K ratio of the central channel cross-sectional perimeter to the 
square root of the port area 

L length of flat plate;    motor length 
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L* characteristic length of moior 

M mass of gases inside the chamber 

M dM/dt 

m mass flow rate 

mb burned propeliant flow rate 

mbi burned propeliant flow rate for igniter 

M, mass of combustion products in igniter chamber 

m^ liquid flow rate of hyperbolic constituent injected into the cham- 
ber 

mpi total propeliant mass contained within igniter 

m t flow rate through the main motor nozzle 

mti flow rate through the injection orifices into the main chamber 

mw mass of water injected 

mw water injection rate 

n order of surface reaction;   pressure exponent;   heat flux com- 
ponent 

Nu Nusselt number 

Pr Prandti number 

p pressure 

p dp/dt 

pa ambient pressure 

pc steady-state chamber pressure 

pA stagnation pressure in igniter chamber 

Q heat released in the surface reaction per mole of gaseous species 
1 consumed 

q heat flux 

qc convective heat flu/ 

qR incident radiant energy flux 

r linear regression rat°;    flame perimeter propagation velocity 

rbi linear regression rite foi igniter propeliant 

Re Reynolds number (Re   -   PiViL/jii) 
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r flame propagation velocity 

r regression rate under no-flow conditions 

s Laplace transform variable 

T temperature 

t time 

T Laplace transform of T - TQ 

TA activation temperature 

t i sound propagation time 

\i combustion temperature for igniter 

tb j igniter burning time 

Tc steady-state combustion temperature 

td diffusion Lme 

t   x minimum exposure time for ignition 

T, stagnation temperature of flow 

T gas stagnation temperature (°K);   temperature in the bulk of 
the gas 

TV temperature in igniter chamber;   ignition temperature for 
flamespread process 

Tj ignition temperature;   ignition delay 

tinJ injection time 

t molecular ignition time 

T() initial sample temperature of unignited propellant or propellant 
grain temperature;   constant temperature 

t characteristic time for flame propagation along the grain 

t^ ignition time under radiant heating crnditions 

tr residence time of g^scs in the chamber 

Ts surface temperature 

tlh thermal delay time for propagation of heat in solid phase 

Tw propellant surface temperature 

t . water injection time 

T temperature in bulk of gas 
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'-Jiaus   velocity of the gases at the nozzle exit section 

characteri.« tic velocity for ignition, F/rh 

average molecular velocity 

gas velocity parallel to surface 

axial distance from igniter exit to measurement position 

coordinate normal to propellant surface 

oxygen mass fraction 

mass fraction of co"**«4"" i»d phase 

surface temperature difference,   \ (0) - T0 

thermal accommodation coefficient;   dimensionless parameter 
defined in Eq.8-52 

dimensionless activation energy 1^ /T«;   coefficient of proport- 
ionality relating propellant sensitivity to temperature 

volume expansion coefficient of the gas 

function of specific heat ratio defined in Chapter 2 

dimensionless radiant flux defined in Eq.8~54;   polytropic ex- 
ponent 

difference in temperature between gas and surface 

difference between time at which the pressure reaches half its 
initial value and the time at which the diaphragm ruptures 

ratio of the igniter exit section diameter to the main motor port 
diameter (e1   -  Dti/Dp) 

combustion efficiency 

dimensionless temperature defined in Eq.8-50;   time character- 
istic of pressure evolution 

thermal conductivity (refers to propellant when not subscripted) 

viscosity coefficient 

fractional energy losses in the main motor 

fj action of the energy lost in the igniter chamber 

density (refers to propellant when not subscripted) 

dimensiomess ignition time defined in Eq.8-51;   or delay 

inflection vaiuc of 'f 



Script Letters 

-; 

m 

J 

Superscripts 

Subscripts 

b 

e 

g 

i 

f 

o 

ss 

t 

^J 

1 

2 

3 

4S2 

ratio of the volume of the converging portion of the nozzle to the 
central channel volume for a cylindrical motor 

function of the specific heat ratio which relates the velocity of 
sound to the characteristic velocity 

diffusion coefficient for gas 

Laplace transform operator 

inverse Laplace transform operator 

molecular mean free path 

molecular weight 

chamber volume 

Laplace transform 

burning surface 

extinction;   nozzle exit 

gas 

igniter 

integer, takes on values 1, 2, 3 

identifies initial conditions 

propellant;   port 

steady-state 

throat 

identifies conditions at x   = oo   in the gas 

gas phase 

so iia piia,c? 

gas-phase diffusion 
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Ig-niiicn  and   Extinction  of Solid 
Propellants 

1.   Ignition 

1.1. Introduction 

Thit' chapter is divided into two parts, ignition and extinction.     In ignition studies, 
two types of activities can be distinguished, according to whether they concentrate 
on the fundamental aspects or the practical aspects of the subject.    The first type 
of activity concerns the study of ignition conditions for propellant materials.    In a 
representative experiment from this category, a propellant sample is subjected to 
an energy flex for a certain duration.     During this time the behavior of the sample 
is studied and measui^ments are made of the ignition delay, defined as the time 
interval between the initiation of the energy flux and the appearance of the first 
flame.    Related theoretical and experimental studies are performed in an effort to 
discover the mechai.ism of ignition and to determine the influences of various para- 
meters on the ignition mechanism and on the ignition delay.    Although such studies 
are of a fundamental nature, their results are useful in practical igniMon problems. 

The second, more practical, type of activity involves investigating motor ignition. 
Its aim is to enable one to design an ignition system that produces a pressure- 
increase curve which ..-known in advance.   Instead of using lengthy ana expensive 
empirical methods of i^miter design that require trial-and-error tests in full-scale 
motors, it is desirable to develop techniques for predicting the pressure-increase 
curve that are based on some understanding of motor-ignition processes and that 
minimize the necessary amount of large-scale testing. 

In Section i,  ;ve sliall firstly analyze experimental results pertaining to the ignition 
of a propellant sample.    After a short review of the experimental techniques, we 
shall discuss the influence on the ignition delay of the major parameters, such as 
the nature of the propellant and of the ambient gas, the pressure and the sample 
temperature.    A somewhat pedagogic summary of current theories of ignition will 
then be presented.     Finally   ignition of a motor will be studied and various succes- 
sive processes, that occur curing the period of pressure increase, will be distin- 
guished. 

1.2. Experimental Methods in 'gnition studies 

For purposes of presentation, it   t> convenient to identify two kinds of experimental 
techniques for studying the ignitr l of L sample of solid propellant.    In static meth- 
ods heat is applied instantaneously to the propellant surface, 'ocusing on the surface 
the image of an arc-source sc that the energy required for ignition is transferred by 
radiation.    In dynamic methods the heat source moves with respect to the propell- 
ant surface;   tins occurs when the propellant is located in a stream of hot gases. 
These two kinds of techniques seem to be of equal interest, the first being closer to 
the theoretical models, the second closer to the actual ignition process in 3n engine. 

■'rM  ■ .if gt    'frir 
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Unfortuna« jly, the two techniques produce different time histories of the heat flux, 
thereby making comparisons difficult. 

a) Static Methods 

The simplest method consists of introducing a propellant sample into n furnace 
heated to a known temperature.     The furnace used by Baer and Ryan (1) is sh wn 
in Fig. 8-1.    Temperatures of  1000'C can be attained over a pressure range of 
0.2 to 20 atn and 1500°C can be produced at atmospheric pressure (inert atmos- 
pl ere).     The sample is introduced into the furnace suddenly;   the introduction pro- 
cess lasts for 20 to 30 msec.    An infrared sensitive photocell detects the i  nition 
of the sample.    To calculate accurately the heat flux received by the sample sur- 
face in this device, sometimes requires introducing corrections for heat losses 
from the surface caused by radiation reemission and by free convection. 

A related method that has been used is to press the sample against a heated plate. 

Another prevalent technique involves using an arc-image furnace.     The apparatus 
illustrated in Fig. 8-2 was described by Rosser,  Fishman and Wise (2).    The arc 
image is focused on a sample, thereby permitting heat fluxes in excess of 120 cal 
cm-2 s-1 to be obtained.     The flux range usually quoted *s 2 to 300 cal cm"2 sec-1. 
The spectral energy distribution of the emitted light extends from about 0.2 to 2 
microns with a maximum around 0. 5 micron.    A shutter allows one to adjust the 
irradiation time, which typically lies in the range of 100 to 200 msec.    The sample 
is located in a cylinder fitted ^vith a window.    The nature of the ambient atmosphere 
and the gas pressure in the cylinder can both be changed.     For certain experiments 
a gas flow around the sample can also be established.    The heat flux received by the 
propellant surface is calibrated in a preliminary calorimetric experiment;   calibra- 
tions should be standardized to facilitate accurate comparisons between results ob- 
tained in difffci ent research laboratories.    Disadvantages of arc-image methods are 
variable absorption of incident heat flux by the sample and the low temperature of 
the ambient atmosphere. 

The arc-image experimental procedure involves exposing the sample to a given in- 
cident flux, in a given ambient atmosphere at a given pressure, for varying lengths 
of time.    The minimum exposure time for the occurrence of an ignition that leads to 
sustained combustion can generally be determined within + 5%.    Sometimes the ex- 
posure is not terminated and the ignition  delay,   which is the time interval between 
the start of exposure and the appearance of the first flame, is measured.     The ignit- 
ion delay differs somewhat from the minimum exposure time.   Both times can be 
studied as functions of vari<?     parameters in arc-image devices. 

b) Dynamic Methods 

We shall describe here the two methods that are used most widely.    The first tecn- 
nique involves placing a propellant sample in a gaseous flow and observing the ig- 
nition of the propeliint and the propagation of the flame by cine-photography or with 
a photocell.    An experiment of ibis type is shown in Fig.8-3.     The experimental 
results are strongly dependent on the sample geometry and its location in the flow, 
both of which must therefore be determined accurately.     Witn this method, the ig- 
nition delay can be studied as a function of various parameters such as the nature 
of the gas, its velocity, its temperature, its pressure, the sample temperature, 
its geometry and the nature of the propellant (3). 

The second technique consists of using a shock tube to generate a high-temperature 
gas liovv around the sample.     The high-pressure portion of the shock tube must be 
sufficiently long, to insure that the high-temperature flow duration exceeds the ig- 
nition delay.     There are two ways to mount the sample in a test chamber.     If one 
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Fig 8-1   A sectional view of the sealed, low-temperature radiation furnace. 
Propellant samples are pushed rapidly into the furnace from the 
left end of the furnace and are stopped in the position shown. 
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Fig. 8-2    Schematic drawing of double-ellipsoidal carbon arc image 
system (2). 
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Fig. 8-4    Ignition of composite solid propcllant samples In a shock tube. 
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desires to measure the delay under the influence of conductive heat transfer alone, 
then the sample should be attached to the end of the tube, as she   n in Fig.8-4a.   If 
one is interested in a convectiv_ heat transfer environment then the mounting arr- 
angement   hewn in F\g.3-4b ran be used.    The propellant surface is mounted flush 
on the tube wall and a nozzle it the end of the tube maintains an approximately con- 
stant gas flow rate during the tritii e experiment.    The nozzle throat dimensions and 
the pressure levels in the high pressure and in the low pressure chambers can be 
adjusted to achieve the desired flow conditions at the position of the sample.    The 
ignition delay can be measured for various values of the pres ure, the temperature, 
the velocity and the nature of the gas.     The time history of the heat flux received by 
the sample can be determined by pieliminary experiments in whi^h the sample is 
r^nlaced by a fluxmeter. but some heat-flux L-I erections are necessary in order to 
account for the fact that (he surface conditions of the sample differ from those of 
the platinum film that supports the fluxmeter.    Various measuring devices on a 
shock tube are shown in Fig. 8-5;   these include photocells sensitive to light of diff- 
erent wavelengths, a high-speed motion picture camera, ionization gauges, an 
electronic chronometer for determining the shock wave velocity and a fast response 
pressure transducer.    The luminous energy generated during the ignition process 
varies with time as shown in Fig.8-C.     This shock-tube technique has produced in- 
teresting results,     ii was used by Summerfield and McAlevy (4) as well as by Ryan 
and Baer (5) and later by Kling. Maman and Brulard (6). 

In addition to the conductive, convective and radiative mechanisms of heat transfer 
that we have been considering,  energy can be generated at the propellant surface by 
exothermic chemical reactions between the propellant and hypergolic substances. 
For example, liquid or gaseous chlorine trifluoride (C1F3), reacts strongly when 
brought into contact with the propellant   arface.    This reaction is sufficiently ener- 
getic to ignite the propellant.    Techniques have been developed co study the hyper- 
golic ignition delay as a function of pressure, active species concentration, solid 
temperature, etc. 

In all of these fundamental experiments attempts have been made to simulate the 
actual motor ignition conditions.     Th>-> essential characteristic of motor conditions 
is a high heat flux to the surface duj ing very short times (a few milliseconds).   The 
resulting ignition delay is extremely short, also of the order of a few milliseconds. 
Moreover, the pressure varies considerably during the ignition phase.    Most ex- 
periments depart from these conditions.     Therefore each of the techniques discuss- 
ed above has certain disadvantages.    In the oven technique, for example, natural 
convection and reradiation play an important role in determining the time evolution 
of the surface temperature;   these conditions are noticeably different from those 
found in a motor.    In arc-image experiments, although the incident energy flux and 
the ambient conditions are know, accurately, a major inconvenience arises from 
the presence of cold gases close to the surface when ignition takes place, because 
in a motor the gas temperature close to the surface is usually very high.     Dynamic 
methods seem to correspond more closely to actual mo^or ignition phenomena, but 
these techniques suffer from the defect that the heat flux to the surface varies with 
time, thereby causing conditions to be less well-defined than with static methods. 

Many ignition delay results have been obtained with various types of propellants. 
Results obtained by difierent experimenters with the same propellant sometimes 
cliffei appreciably because of differing operating conditions.     Comparisons are 
therefore o."ten difficult to make.     Comparison and application of experimental re- 
sults could be greatiy facilitated by standardizing some of the experimental tech- 
niques. 

1,3.   Experimental Results 

The chief variables of interest in ignition an? the energy required for ignition, the 

J 
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Fig.  8-C    General view of shock tube. 
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nature of the gases surrounding the sample, the pressure, the gas velocity near 
the surface, the propeliant temperature, the nature of the propellant and the in- 
fluence o,r certain catalysts. 

a) Required Energy 

tn static methods the radiant energy flux qR incident on the solid is kept constant 
during the ignition period. Most experiments (2), (7), (8) have shown that reas- 
onable correlations for the ignition delay tR are provided by formulas of the iorm   : 

'„ 1/a = »AS   , 
where a is a constant deduced from experiments and n is an exponent close to 
unity which, according to Baer and Ryan (1) can be expressed in the form   : 

n   =   1   -   4.2T0/TA   , 

in which T0 is the initial sample temperature and TA   is the activation temperature 
related to the chemical ignition process.    As Fig.8-7 shows, this relation is reas- 
onably well verified for five propeliants, the properties of which are given in Table 
8-1.    The results can be correlated by plotting In [(tH Ape)1/2 (B/TA )] as a func- 
tion of  In (q^ /B),   where B is the assumed frequency factor for the surface reaction, 
\ is the propellant thermal conductivity, p is the propellant density and c is the heat 
capacity per unit mass for the propellant. 

We have indicated previously that with the arc-image technique, the ignition delay is 
often replaced by the minimum exposure time tox to achieve ignition.    Rosser, Fish- 
man and Wise (2) have proposed correlating the experimental results by a formula of 
the form   : 

where a and ß are constants; this law is reasonably well verified by experiment 
(Fig. 8-8), but the results can also be correlated well by the previous formula  : 

with n = 0,8, or else by the expression 

t..1'"1 ■ a'/(qB   + K)  , 

both of which are in good agreement with thermal theories that include exothermic 
surface reactions.    Price's work (9) shows (Fig. 8-9) that when the total amount of 
heat  q  received by the propellant (q - qR * tex) is plotted as a function of c^ , one 
sometimes finds a minimum value of  q  at a particular value of qR.    The low-qR 
portion of this figure is in agreement with the thermal theory, but the increase in  q 
with increasing qR at Large values of %  is an enigma that has not yet received a 
satisfactory expla.iation.    It would be desirable to know both the ignition delay ti n 

and the minimum exposure time for each experiment.    From the few experiments 
for which such information is available, we find that for laws of the form   : 

and : 

t,/2  = a.x/q- 

i/a .     "inn 
lign ~   atnn/clR 
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Propellant A B c D F2 

Fuel Binder Polysultide Polyurethane BD/MVP 
Rubber 

BD/MVP 
Rubber 

PBAA 

Oxidizcr Crystal AP AP AP NH4NO3 AP 

Approximate Weight % 

Oxidizcr crystal 76 82 86 84 80 

Aluminum 2 2 0 0 0 

Catalyst 3 1 in fuel 2 2 23 

Fuel binder 21 16 12 14 18 

Density gr/cc 1. 75 1.70 ! 70 1.53 1.63 

Thermal diffusivity 
cm* /sec 

0. 00367 0.00139 0. 00196 0.00196 0.0017 

Thermal 
responsiyity 
(F - ^kpcj 
cal/(sec)1/2(cm2(°C) 

0,0229 0.0202 0.0233 0.0270    0.0212 

1 These values are at approximately 60°C     For calculation purposes, the surface 
absorptivity was assumed to be 0.9 for the propellants. 

2 The FC propellant was the same as F except a surface coating of carbon black 
was used during testing and an absorptivity of 1.0 was assumed. 

3 The F propcllant catalyst was Harshaw Chemical Co. Cu-0202-p copper chromite. 
The other catalysts were various compounds of iron. 

Table 8-1.     Summary of Propellant Chemical and Thermal1 Properties (1). 
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Fig. 8-8   A comparison of different expressions relating exposure time 
to radiant flux. 
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Fig. 8-11 Variation of ignition delay time with "starting" heat flux for 
plastic propellants E 3176 and RD 2406 and SC cordite prop- 
ellant sting-mounted (3). 
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Fig. 8-13a    Effect of oxygen mass fraction in the ambient gas on ignition 
delays of various composite propellants (15). 
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d) Influence of Gas Velocity 

Tile shock-tube technique shows that the ignition delay decreases when thr   dach 
number increases, as shown in Fig. 8-10.    This velocity effect is ?° diff. ^ult to 
discuss as is the pressure effect, since pressure, velocity and mass concentration 
effects operate simultaneously.    Figure 8-18 illustrates this fact and "hows that 
the ignition delay increases with increasing velocity at low oxygen concentrations 
but decreases slightly with increasing velocity at high oxygen concentrations.   Wien 
a small sample of a propellant is placed in a hot, constant-temperature gas stream, 
the ignition delay generally decreases when the gas velocity increases.    The vel- 
ocity exponent is usually small (3) and depends much on the nature of the propellant 
and the sample geometry. 

e) Influence of the Propellant and Gas Temperatures 

The propellant grain temperature T~ is often of importance.    The magnitude of the 
effect depends on the nature of the propellant.    Generally a decrease in ignition 
delay occurs when the temperature increases {see Fig. 8-19), but the experimental 
laws relating tlgn to TQ are generally complex.    Experiments at different propell- 
ant temperatures have oeen performed mostly with static methods;   few results 
with dynamic methods have been recorded. 

Dynamic methods enable one to study the variation of the ignition delay with the 
stagnation temperature of the gases flowing around the sample.    Laws of the form : 

tlgn  =T?   exp <TA /TR) 

are generally obtained, as Fig. 8-20 shows. The activation temperatures are low 
and depend on the flow velocity, the nature of the surrounding gases and the nature 
of the propellant.    Activation temperatures range from 3000° to 6000°K. 

Attempts have been made to deduce the surface temperature at ignition from ignition 
delay experiments.    In static methods this temperature Ts is computed from the 
delay measurements by using a simplified theory of ignition (1).    The resulting sur- 
face temperature is independent of the initial grain temperature and is approximate- 
ly proportional to the heat flux. 

The surface temperature at ignition can be measured in the dynamic methods.    An 
Arrhenius-type law relating the temperature to the ignition delay is then found. 

f) Influence of the Nature of the Propellant 

The physical properties of the propellant, as well as its chemical properties, have 
a definite influence on ignition delay which can be studied by varying the nature of 
the oxidizer, the nature of the fuel, the nature of the additives, the granule size or 
scale of heterogeneity of the ingredients and the surface composition. 

The proportion of oxidizer and fuel at the surface of the propellant is obviously of 
importance in the propellant ignition.     When the grain is manufactured by a casting 
process, the mass fraction of binder is larger at the surface than in the bulk of the 
propellant.    This produces shorter ignition delays with a milled or freshly cut 
surface than with surfaces formed during the casting process.     According to the 
experiments of Keller, Baer and Ryan (10) all of the results obtained with a certain 
number of propellants can be correlated in graphs of (t irn/7>7p c)(B/TA ) as a funct- 
ion of qR /B or q,./3.    The physical properties of the propellant play a role through 
A , p and c and the chemical properties enter through the frequency factor B and the 
activation temperature TA .    In spite of the ever present difficulty of obtaining a 



t ign(m sec) 

4 

3 

484 

2 L  
-50 50 100 

T0    oC 

Fig. 8-19    Effect of initial propellant temperature on ignition delay. 

PROPELLANT 

t = IGNITION  DELAY 
TIME,SECONDS LOG t 

E 3176 
RD 2307 
E    3353 
RD2Ü06 
RD2405 

SYMBOL 
o 

© 

i: i 3 17 Yk 15 16 

f1xj03 T=AIR  TEMPERATUREN 
Fig. 8-20    Variation of ignition deUy time with air temperature,  shown as 

log t - f(T_i) for various plastic propeliants,  sting-mounted (3). 



10 

IGNITION  DELAY, 
msec 

) 

\ 
\      r   SLOPE: 

NHACIO/=707°/o 

NfyCIO, .=78-70V. 

EPOXY RESIN =19 83V.      \       \ 
'e,Oo=K7V. \      ^ 

\       \    EPOXY RESiN^SSV. 

\ 

Fe203*1- 

"—1— ~T r l-fTTT ~i n 
10 3 IC"2 

OXYGEN CONCENTRATION, gm/cc 
Fig. 8-21    Effect of catalyst on ignition delay time (19). 

• n . 

700 

650- 

600- 
SURFACE 

TEMPERATURE, °K 

AUTOIGNITION   TEMPERATURE 
RANGE   NO Fe?03 

5S0 - 

500-j 

450  L- 

AUTOIGNITON   TEMPERATURE 
RANGE 15V. Fe?03 

0 04 0 8 12 
TIME msec 

Fig. 8-22    Effect of catalyst on surface temperature history (19), 

15 

ee* 



486 

value fov the frequency factor, good correlations are obtained for various pi ope Hants 
using ammonium perchlorate as an oxiiizer and polysulfides, polyurethanes, methyl- 
vinyipyi k enebutadiene  or graphUe as fuels (Fig. 8-7).     However, the results arc 
different if ammonium nitrate is ihe oxidizer. 

Tne influence of the granule size upon the ignition delay is small;   there is a slight 
increase in delay when the mean crystal diameter of ammonium perchlorate is de- 

r eased.    This effect is noticeable principally when particle diameters are of the 
order of 20 microns and can be attributed to roughness of the surface.    Roughness 
modifies the convective heal flux received by the sample.     Much work has beta 
devoted to the study of the ignition of each propellant component, in efforts to eluc- 
idate the important mechanisms controlling the ignition.     We shall cite only the 
work of Hermance, Shinnar and Summer]ield (20) 

g) Influence of Catalysts 

Many catalysts can influence tin  ignition delay.    The most important ones are 
copper chromite and iron oxide (18)      Figut■■■> o-21 shows the influence of Fe2Oi. 
The ignition delay decreases when a small amount of iron oxide is added.    This 
decrease can be attributed to a more rapid increase h surface temperature (see 
Pig. 8-22). 

1.4.   Theoretical Analyse; of Ignition 

1.1.1 Introduction 

Because of the many different methods of ignition of solid propellants and because of 
the va iety of different processes thai may be of critical importance in the ignition 
mechanism, it is unreasonable to attempt io develop a general theory of solid prop- 
ellant ignition.    Indeed, even the most tedious numerical methods that have been 
employed, account for only a small fraction of the total number of phenomena that 
may be of importance.    In view of this situation, we shall present highly simplified 
analyses of a few of the possible modes of ignition, with the aim of developing an 
understanding of various ignition mechanisms and as a basis for beginning a theore- 
tical study of the qualitative influences of the variables on the ignition time lag (ig- 
nition delay) and on the conditions needed for ignition to occur.    After obtaining 
some insight in this manner, we shall discuss other modes of ignition and shall re- 
view critically the published theoretical research on solid rocket ignition. 

1.4.2 Ignition by Means of a Stagnant Hot Gas 

Let us first consider ignition of a propellant, by means of a stagnant hot gas adjacent 
to the surface of the propellant.    The gas may be heated by reflecting a shock wave 
from the propellant surface, for example.     For times t ^ 0, the propellant and the 
gas are both at the constant temperature TQ.    At t   =  0> the gas is instantaneously 
raised to the temperature Too.    One-dimensional, unsteady heat conduction ensues 
in both She gas and the solid.    As a first approximation, ail chemical reactions and 
phase changes prior to ignition will be neglected and ignition will be assumed to occ- 
ur if and when the solid propellant attains a critical ignition temperature TiRn at 
some point. 

The system is illustrated schematically in Fig, 8-23.    One-dimensionality is postu- 
lated, and the origin of the spacial coordinate x is taken to be the solid-gas inter- 
face.    Subscripts 1 and 2 will identify conditions in the gas and solid, respectively. 
The governing differential equations are   : 
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Fig. 8-23    Schematic illustration of propellant ignition model;   stagnant 
hot gas. 
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Fig. 8-24    Schematic illustration of propellant ignition model;   flowing 
hot g  s. 
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9T, 

w 
02T, 

ax2 .« = 1,2, 

where the thermal diffusivity of medium I is  : 

9 - 1,2 V<\
C

P. , 

(Eq.8-1) 

(Eq.8-2) 

in which the space and time dependences of the thermal conductivity X, , the density 
Pt   and the specific heat at constant pressure cp   , have been neglected for simplic- 
ity.     Coordinate transformations may be introduced to remove these assumptions. 
The initial and boundary conditions to be employed for Eq.8-1 are   : 

Tt   =  T^    at    t   =  0(+)   (0< x< oo) 

T2   =  TQ    at    t   =  0(+)   (- oo < x< 0) 

Ti   =  Too    at    x   = °°        { 0 < t < oo) 

T2   -  T0    at    x   =   - oo    (0< t< oo) 

In addition, energy conservation at x  =  0 implies that 

(Eq.8-3) 

9Ti 

dx 
=   X, 

3T2 

3x" 
at x = 0 ( 0 < t < oo) , 

and continuity of temperature requires that   : 

T.   -  T    at  x = 0 (0< t < oo). 

(Eq.8-4) 

(Eq.8-5) 

Equations 8-1 through 8-5 define a classical heat conduction problem, the solutions 
to which depend only upon the single independent variable x/2 V a J t    in the approp- 
riate region  t .    Straightforward analysis yields  : 

Tt = T erfc 

and  : 

T^V 
Too   - T0 

1 
p2c 

V XiPiCpi 

erfc 

(w) 

(2/ä?) 

0< x *s 00, 0< t< oo       (Eq.8-6) 

- oo-< x< 0, 0<t< 00,     (Eq.8-7) 

where the complementary error function is defined as  : 

2 ;    .y2 
erfc(7) s ; dy. (Eq.8-8) 

The maximum temperature of the solid always occurs at the propellant surface and 
is given by  : 
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T    - T 
T9  (0) :   T    (0)     T   t °V-^--- (Eq.8-9) 

~ °        x 4     /M2Cp2 

v MicPi 

for all values of t > 0.    According to Eq„8-9, ignition will occur only if the initial 
gas temperature exceeds the critical value   : 

/T.o.,cp2 

T =T       + (T        • T J      , (Eq.8-10) 

which may 1 s well in excels of the igi-'iion i.^mperature, if tne propellant is dense 
and highly ( vductive or if the gas pressure L> low      The pressure dependence of 
the critical >. itial gas tempe-ature for ignition, givpn by Eq.8-10, is   : 

CT.  („    -    ■'•lfn)/(Tl«n    "   V*   I/Vp       , 

in which the constant of proportionality is of the order of 102 when p is expressed in 
atmospheres.     This result indicates that ignition by means of a stagnant hot gas will 
be difficult to achieve at very low pressures. 

Since Eq.8-9 implies that the propellant surface temperature is independent of time, 
the present model predicts that ignition will occur instantaneously if it occurs at all. 
Physically, the ignition time lag can, of course, never approach zero.     Molecular 
considerations imply that the minimum time required for a hot gas to transfer its 
thermal energy to an adjacent solid is of the order of tm /vm   a, where vm   is an 
average molecular velocity,   fm   is a molecular mean free path and a is a thermal 
accommodation coefficient (21) for the surface with respect to the gas molecules. 
Unless a is extremely small (^ 10"^), this minimum molecular time is very short 
(<10~:? sec) and other phenomena, neglected in the present very simple model, will 
govern the ignition time lag. 

1.4.3    Ignition by Means of a Flowing Hot Gas 

Analysis   -   Let us next investigate the ignition of a solid propellant by means of a 
hot gas that is caused to flow over its surface.     The flow may result from either 
forced or natural convection.     At times t « 0, the propellant temperature T is 
constant ana uniform (T = TQ).     Convcctive heat transfer from the gas to the pro- 
pellant begins at t = 0 due, lor example, to *he passage of a shock wave through the 
gas adjacent to the propellant surface, or to the arrival of a slug of hct gas at the 
surface.    The gas phase processes may be treated in terms of a phenomenological 
heat transfer coefficient h, defined in such a way that the energy per unit area per 
second transferred from the gas to the solid is h [T^  - T(0)], where Tg is the tem- 
perature in the bulk of the gas and T(0) is the surface temperature.    We shall 
assume that one-dimensional, unsteady heat conduction occurs in the solid and shall 
neglect all chemical reactions and phase changes prior to ignition, employing an 
ignition temperature criterion, ar S.n the preceding section. 

The simplified model of ignition by a flowing gas is illustrated in Fig. 8-24. Equat- 
ions 8-1 and 8-2 with 1 = 2 govern the heat flow in the solid; omitting the subscript 
2 for brevity, we obtain   : 

|T   =   a JÜL    (o< t< oo,  -oo ^ x< 0) (Eq.8-11) 
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T  =   T0 
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at   t- 0(+) (-00     x-   0) 

at  x -■ -co   (0 < t <oo ) 

as the governing differential equation and boundary conditions.    The energy conser- 
vation condition at the interface is   : 

X _|2_ . h (T, - T) at x = 0 (0 < t < oo) . (Eq. 8-12) 
d x ä 

It is again physically obvious that, with the present ignition mouel, the maximum 
temperature of the solid will occur at its surface, x = 0.    Therefore, if we are in- 
terested only in ignition criteria, it is unnecessary for us to obtain the complete 
temperature distribution in the solid as a function of time.    It will be sufficient fcr 
us to calculaJ<- the time development of the surface temperature.     Since Laplace 
transform tec.v.iques (22) are rather well acr.^ted to this type of t   Iculation, they 
will be used here and also in subsequent paragraphs. 

Let   : 

00 

T(x, sJ^a-'lT-Tj,}  =    /      (T-T0)e"sldt (Eq.8-13) 
0 

denote the Laplace transform of T - TQ.    Since T = VQ at t = 0(+K the governing 
heat equation becomes  : 

s  T   -  aT" , (Eq.8-14) 

where primes indicate derivatives with respect to x.    The solution to this equation 
obeying the boundary condition T = TA at x = - °o is  : 

fix 
T   =  A e (Eq.8-15) 

in which A is a function only of s.    The only boundary condition now remaining to be 
satisfied is Eq.8-12.    Assuming that h is constant, we may write the transform of 
Eq.8-12 as  : 

A  AV§  =  h frg    -  A)   , (Eq.8-16) 

where T^ is the Laplace transform of Tg  - TQ and use has been made of Eq.8-15.   It 
will be recalled that A and a have already been assumed constant.    These restrict- 
ions can be lessened at the expense of reduced clarity.   The solution of Eq 8-16 for 
A is  : 

A  - tyd+f  /|)    • (Eq.8-17) 

In view of Eqs.8-13 and 8-15, the surface temperature is therefore given by   : 

T(0)=V  #-»|v   (l+i J})\ , (Eq.8-18) 

where Sf~l denotes the inverse Laplace transform. 
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Once the gas temperature is specified as a function of time, the surface temperature 
may be computed as a function of time from Eq.8-18, by first calculating the trans- 
form TT   and then calculating the inverse transform appearing in Eq.8-18.     As an 
example,  let us assume that T„  is constant for t > 0.     Then   : 

% = crR - T0)/S , 

and Eq.8-18 yields (23)   : 

T(0) - T0 4 fTs  - T0)|l - eh2atA2erfc (h V "ät/M|   , (Eq.8-19) 

which shows that T(0) increases continuously and monotonically from Tn to T as t 
increases from 0 to <x> . 

Equation 8-19 implies that, for ignition by means of a flowing hot gas, ignition even- 
tually occurs [i.e., T(0) eventually exceeds the ignition temperature Tign] whenever 
the gas temperature Tg exceeds Tipn.     The ignition time can be obtained from Eq. 
8-19 by setting T(0) equal to T1Fll  and solving for t.     Explicit formulas for the ignit- 
ion time tign can be written down in two limiting cases of interest by expanding the 
quantity in the square brackets in Eq.8-19 for large and small values of t.    The 
results are   : 

T      - T   \   2 X J) 9c   r i«n        0\ .ft ?2_*< 

•To   / '■" h2 
B 

and  : 

(i.e.,  if T       - T   « T    - T 

Xpc /  T   - Tn   \    2 Xpc 

(Eq.8-20a) 

b_}   2 2
   2   »2 S U      » jf t » 2    2   p2 

j.gn ,2 I T    - T i ien" .2 
\     u iKn/ h 

Ö-e-.  ÜT
B-

Ti«n«TB-T0), 
(Eq.8-20b^ 

where use has been made of Eq.8-2 for a and the subscript 2 has been reinserted as 
a reminder that these p: operties refer to the solid.    Equation 8-20a has been est- 
imated to be valid for the experiments of Baer, Ryan and Salt (5),  and their experi- 
mental results indicate that tign

a [h(TR - To)]~f!, in agreement with the theoretical 
equation.     From Eq.8-20 or, "more generally, directly from Eq.8-19, it may be 
inferred that the dependence of tiKnon properties other than temperatures is given 
by   : 

t        *^P2cp2 /h2   . (Eq.8-21) 

This dependence will be precise only if the ignition temperature is independent of 
the parameters on the right-hand side, which according to more complex theories 
that consider reactions with Arrhenius rate functions and employ different ignition 
criteria, is not exactly true but is very nearly true unless the activation energy for 
the ignition reaction is very low.     Measurable effects begin at activation energies 
around 30 kcal/mole. 

Discussion of Results   -   According to Eq.8-21, the ignition time increases in pro- 
portion to the thermal conductivity, density and specific heat of the solid propellant. 
The dependence of ii  n upon the properti?s of the gas is contained in the relation- 
ship t 1 n« h~ 2 and is therefore governed by the manner in which the heat transfer 
coefficient depends upon the properties of the gas.    This, in turn, is influenced by 
the heat transfer mechamsm.     Formulas for the heat transfer coefficient are given 
in a number of textbooks (24),  (25).    We shall neglect Prandtl number effects in 
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the following discussion because the Prandtl number is close to unity for most 
gases. 

For laminar flow past a flat plat'- of length L, the heat transfer coefficient h in 
forced convection is proportional to V Re   X i/L, where the Reynolds number Re = 
p jV JL/[i, depends upon the gas density p u the coefficient of viscosity of the gas 
u j and the gas velocity vT parallel to the surface.    The dependence of t L ,nupori 
gas properties then becomes   : 

tign« Ju1L/X1"p1v1   . (Eq.8-22) 

Since p j and  Xt are functions only of temperature and composition, the pressure 
dependence of t i rnatagiven position L, for a given gas temperature and a given gas 
composition, and at a given gas velocity v2, is predicted by Eq.8-22 to be tign^P"1« 
On the other hand, for a given position, gas temperature and composition and at a 
given mass flux (p^',) or mass velocity, tignis independent of pressure.    At a 
given temperature, pressure, composition and position, the ignition time as given 
by Eq.8-22 is seen to be inversely proportional to the gas velocity or to the mass 
flux.    The influence of geometry on t ijJn ,at a given gas mass flux, is expressed by 
t    * L.     Effects of varying other parameters are readily apparent from Eq.8-22. 

For turbulent flow past a flat plate of length L, the heat transfer coefficient in for- 
ced convection is often quoted (24) to be proportional to (Re)0-8 Xj/L.     When this 
relationship is employed, Eq.8-22 is replaced by the expression   : 

16      0   4,2        lli      1   6 
tign<x ßl       L '   AlPl *  vt   '      , (Eq.8-23) 

which indicates that t ignis inversely proportional to the gas mass flux raised to the 
power 1. 6 and directly proportional to the length L raised to the power 0. 4. 

For laminar flow in a tube of diameter D and length L, the heat transfer coefficient 
has empirically been found to be proportional to (24) Re v 3 (D/L)  /3 X t /D, where 
the Reynolds number is based on the tube diameter.    The consequent implication 
regarding tlgn is  : 

3/3      2/3      2/3        2 2/3 
tWl  <xM] '    D/   L/   AilPiV,)'      . (Eq.8-24) 

For forced convective heat transfer to the walls of a tube of diameter D in which 
the flow is turbulent, empirically (24) hoc Re:i/'1 X l/D with Re based on tube dia- 
meter, so that   : 

3/2       1/2 2 3/2 
tign * ßi       D '   /\l   (p,v,) /      . (Eq.8-25) 

Heat transfer correlations for turbulent flows in more complex goemetries appear 
rather generally to predict that ti    will be inversely proportional to the niass flux 
raised to a power approximately equal to 1. 5 and directly proportional to a charac- 
teristic dimension raised to a power lying between 0. 4 and 0. 5. 

For heat transfer by natural convection, to either a horizontal or vertical plate, it 
has been found (24) empirically that, for laminar flow, h «   G1V4 > j  L and for 
turbulent flow, h oc Gri:< \ j    h.     Hence for laminar free convective heat transfer: 
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1/2        2 1/2 

lÄi. ^i^        * i Pig (Eq,o-26) 

and f ■ 'ur   jlent free convect*"e heat transfer   : 

4/J     o ,    2       4/:i 2/3 
t,,na ßt'     L/A^/^     ( (Eq.8-27) 

where  : 

L   =  characteristic dimension of the plate 
3     2 2 

Gr (Grashof number)   =   L Px g 0 x A T/M j 

in winch g   =  gravitation acceleration 

ß t   =  volume expansion coefficient of the gas 

(=   1/T   in an ideal gas) 

A T =   Tg - T(0)       difference in temperature between gas and surface- 

Explicit temperature dependences have been omitted because temperatures influence 
11  „through other parameters besides h.    According to Eq.b-26, for a given tem- 
perature and gas composition, t ,   « p-  t tA   * g- / "and t4 5 L V2.    On the other 
hand,  Eq. 8-27 yields the corresponding dependences tiKn

a p  */3, t   lt* ß"2/3and 
t1     independent of L. 

Relationship to Stagnant Hot Gas Analysis   -  One might ask why a zero ignition time 
was obtained for ignition by a hot stagnant gas (in the absence of molecular consid- 
erations) but a finite ignition time was obtained for ignition by a hot flowing gap     The 
reason can be traced to the use in the present section of standard heat transfer 
theory with a heat flux proportional to the difference between the gas and surface 
temperatures, as compared with the assumption in the previous section of instantan- 
eous contact between the hot gas and the cool propellant.     Neither approach is en- 
tirely correct.    That of Section 1. 4. 2 is objectionable as the manner in which the 
contact is produced is not considered.     The present approach may be questioned on 
the grounds that the standard heat transfer theory applies to steady-state systems 
while the ignition process is obviously unsteady.     The ignition time must be suffic- 
iently long for the approach to be valid.     Whenever the results in the present sect- 
ion are employed, it should be ascertained (at least a posteriori ) that the ignition 
time is large compared with the appropriate characteristic heat transfer time; 
otherwise the approach is fundamentally unsound.     For heat transfer across a lam- 
inar flat-plate boundary layer, the appropriate heat transfer time is the boundary- 
layer diffusion time, which can be shown to be approximately L/v,;   thus, Eq.8-22 
can be used only if t1 .n > > L/v1.     Similar estimates can be made for the other 
modes of convective Heat transfer. 

1.4. 4   Ignition Processes involving Heterogeneous Reactions and R; diant Energy 
Transfer 

Introduction   -   As a first step toward accounting for the effects of chemical react- 
ions, we shall consider now ignition by means of an initially cool, stagnant gas con- 
taining an active constituent, that is capable of reacting exothermically at the sur- 
face of the solid propellant.    This type of reaction is mathematically simpler than 
a homogeneous reaction because linear diffusion equations still govern the gas-phase 
and solid-phase processes;   nonlinear partial differential equations do not appear. 
The active gaseous constituent diffuses to the solid surface and reacts there at a 
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rate that is a function of the surface temperature and surface concentrations.   When 
the heat liberated by the surface reaction raises the surface temperature to a crit- 
ical ignition temperature T. rn, ignition is assumed to occur.    It is again obvious 
that the temperature of the solid is a maximum at the solid surface.   This model is 
quite realistic for ignition by injection of a hypergolic gas and has also been employ- 
ed to correlate successfully certain experimental results for ignition by means of 
heated air, which is not normally hypergolic at low temperatures. 

Ignition may also be achieved by applying a radiant heat flux to the propellant sur- 
face.    We have seen that in laboratory experiments, the radiant energy source may 
be an arc image furnace, for example.    It is often reasonable to neglect absorption 
of radiation by the gas and to assume that a known energy flux qR (cai/fcm2se^), 
equal to the product of the applied flux and the surface transmittance, is absorbed 
at the surface of the propellant.    In such a model, the propellant is assumed to be 
sufficiently black for the width of the solid radiation absorption zone to be negligible. 
Since a radiant energy input of this type affects only the interface energy conserva- 
tion condition, simple diffusion equations may still be employed in the gas and solid 
phases.    In this respect, radiant ignition is similar to ignition by a hypergolic gas. 
This fact enables us to treat radiant energy input and surface reactions simultan- 
eously in a theoretical analysis, thereby making it possible to study ignition in 
systems in which both effects are present and also providing an economy in presen- 
tation for analyses of each effect individually.    Such an analysis wilJ now be pres- 
ented. 

Derivation of Governing Integral Equation   -   Figure tf-23 provides a reasonable 
illustration of the system.   One-dimensional time-dependent heat conduction and 
diffusion processes are considered, with homogeneous reactions and phase changes 
neglected prior to ignition.    For times i ^  0, the propellant and the gas are both 
at the constant temperature TQ .    At t = 0, the hypergolic gas is introduced with a 
constant molar concentration Ceo throughout th<» gas phase (x > 0) and the radiant 
flux qR is turned on, but the gas and propellant temperatures are not changed.   For 
t > 0, the temperature at x = ± °o is maintained at T- and the concentration of the 
hypergolic constituent at x = oo is maintained at c^ . 

The heat flow is governed by Eq.8-1, with a,   given by Eq.8-2.    In addition, the 
concentration c i of the hypergolic constituent in the gas is governed by the diffusion 
equation  : 

2 

=     *>!    , (Eq.8-28) 
di ax2 

in which, for simplicity, the diffusion coefficient &i has been assumed to be con- 
stant.    Boundary and initial conditions for Eqs.8-1 and 8-28 are   : 

Ti =T0at t = 0(+)   (0< x  ^oo) 

T2 =T   att = 0(+) (- oo *: x<0) 

ci =ccoat t = 0(+)    (0< A c oo ) 
vEq.8-29) 

T i = T0 at x = <JO       (0 < t < « ) 

T2 = T0 at x - - oo    (0 < t < oo ) 

ci = Ceo at x = oo       (0 < t < oo ) 
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Boundary conditions at the interface are:  temperature continuity, 

T, - T2 at x - 0    (0 < t < co ) , (Eq. 8-30) 

energy conservation, 
dT-> BTX dcl 

x* Hr " Ai IF"    Q **   Tx~ + q« at x = ° (0 <: ' < °° )j (Eq-8_31) 

and reaction rate, 

#,   -r— = Bf(c,)e    A = watx= 0 (0< t< flo). (Eq.8-32) 1     dX 

a°l      «.,    v   -T4/T, 

In Eq.8-31, Q (cal/mole) is the heat released in the surface reaction per mole of 
gaseous species 1 consumed.    In Eq.8-32, TA  is the (constant) activation tempera- 
ture (activation energy divided by universal gas constant) for the surface reaction, 
aiid B is the (constant) p*e-exponential rate factor.    The dimensions of B depend 
upon the form of tue function f(cT) which expresses the dependence of the surface re- 
action rate upon the concentration of species 1, in the gas phase at the surface.    A 
conventional approximation is   : 

where n is termed the order of the reaction and in which case the dimensions of B 
become (cm/secHmoles/cm3)1"".    If species t is weakly adsorbed on the surface, 
then the empirical value of n is the actual molecularity of the surface process with 
respect to species 1 and one would expect to find n > 1.    If species 1 is strongly 
adsorbed on the surface, then f (c i) = [c i/(l + Kci)]" (K = constant) may be more 
realistic than the conventional approximation and the empirical value of n in the con- 
ventional formula may be less than unity (26).    This discussion assumes that the 
molecular adsorption process is rapid compared with the surface reaction rate; 
otherwise a formula more complicated than Eq.8-32 may be required. 

Introducing the Laplace transforms, 

Tr -  *i Tf   -   V     '      * s1'2 (Eq.8-33) 
and  : 

*3 
s * { «1 " c«>}   ■ (Eq.8-34) 

we find, in view of the initial conditions, that Eqs.8-1 and 8-28 yield: 

s  V    a,   fl    , i = 1, 2, 3, (Eq.8-35) 

where aß s jß       In the general solution to Eq.8-35, 

fix fix 
f,    =   A,e"Va'      + B, e     Va»      ' (Eq.8-36) 

we must have B1=A2
;=B3 = 0in order to satisfy the boundary conditions given in 

Eq.8-29. The remaining functions of s, viz., A b B2andA3, are determine-* by 
Eqs.8-30, 8-31 and 8-32. 

Equation 8-30 inn, lies that   : 



4% 

%   =  A1  . (Eq.8-37) 

The Laplace transform of Eq.8-31 yields   : 

X 2 /a;    B3   + Al /aT   A< = " Q^ k~ A 3 + ^fi   ' (Eq.8-38) 

where  : 

qR  -  ^  fqH } (Eq.8-39) 

The transform of Eq. 8-32 is   : 

- # y^-    A,   - y{w}    , (Eq.8-40) 

in which w is a nonlinear function of ct(0) and T2(0).    Wo wish to solve for the sur- 
face temperature T^O), which is given by  : 

T, (0)   =  T0   +y-!   {Aj   ^ T0   +   Z   . (Eq.8-41) 

The functions B9 and A 3 can be expressed in terms of Alt by using Eqs. 8-37 and 
8-38.    Substitufing the resulting expression for A3 into Eq.8-40 yields  : 

—   +   — ]     A,   ^ -   qR =   Q^{w}    . (fc*q.8-42) 

The convolution theorem, 

y-_1{FG[   =    i0
l F(t - t') G (f W      , 

may be employed with F   =   1/7 s and G   -  s A j to show that the inverse transform 
of Eq.8-42 is   : 

- + —   ]     ./ '      __i_      4r [Z(t')]df   -   qp = Qw. (Eq.8-43) 
^a;     vT,/       o   VT(t-t')     dt H 

In Eq.8-43, the identity y {l/ZFt } = 1/ Ss and the resulty{dZ/dt} = s^{z}, 
which foilows from Eq.8-41 and from the initial condition for Tv have been em- 
ployed.    We may treat the surface temperature diiference Z as the independent 
variable and the time t as the dependent variable in Eq.8-43, obtaining, since Z = 0 
at t - 0, 

/ dZ' =   g(Z, t) (Eq.8-44) 
o     VT{z)-t(z') 
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where: /x >     \-x 
B(z'°s/iU+v?) h(t) 

Va2     "1/ (1 (Eq.8-45) 

+ QBf(CcQ f  y-,{A3})e-TA/(2+T0'j. 

The last term in the brackets in the definition uf g(Z, t) is simply Q w;   the explicit 
form given is obtained from Eqs,8-30, 3-32 and 8 41 and from the observation that 
the argument of the function f is Cj = Ceo + /'~1 {A3; at x = 0, according to Eos. 8-34 
and 8-36 and the fact that B3 = 0, The inverse transform appearing in Eq.8-45 
may be obtained by using Eqs.8-37 and 8-38 to express A 3 in terms of A l and then 
employing Eq.8-41 t*nd the convolution theorem.    The result is  : 

y->{A3}=-  p- + ^-|   lli^/'i—r^waj     L + ■   J   
Q^, Q'/T   0   VTF' 

Substituting Eq.8-4b into the right-hand side o* Eq.8-45, yields a formula that can 
generally be expressed as an explicit function of Z and of t(Z), because qR is gen- 
erally a specified function of t.    Equation 8-44 therefore constitutes a nonlinear in- 
tegral equation for t(Z).    By setting Z = T t n- To, this becomes an equation for 
the ignition time ii    as a function of the ignition temperature. 

Solution for Small Values of t    -In general, numerical procedures are required 
for solving Eq.8-44.    The numerical methods will, however, be much less tedious 
than those required for solving the coupled set of partial differential equations with 
which we began.    An approximate solution to Eq.8-44, valid for small values of Z 
or t, may be obtained by expanding the integral on the left-hand side of Eq. 8-44 
about Z - 0, t = 0.    The result is  : 

t  =   *V/4[g{0)]2 , (Eq.8-47) 

which yields  : J 2 2 
tign=T(Tign-T0)    (VX202Cp2    +   ^P^pl) 

-2 
fqR((H) + QBf(oo)e-TA/T0 j 

(Eq.8-48) 

where Eqs,8-2, 8-41, 8-45 and 8-46 have been employed. 

Numerical Solutior for Hypergolic Ignition without Radiant Flux    -   If qR = constant 
and f(c) = <F , then Eq.8-44 can be written in the simplified nondimensional form   : 

/' dJ— -     *    M1 - -0,2a _j_ /f\n eß$/(Uß)\ __ G(    T) 

(Eq.8-49) 
O
VT(0)-T(0')     

Y~ 

where a rlimensionless temperature is  : 

6   =   -An   , (Eq.8-50) 

a dimenaioiueoü ignition time  is   : 

T ^[g(Q,Q)/TQ]\ = (fij^2 ♦  /X^T,}-2 w[qR /T0+(QBCQO-7T0)e^]2     , 

(Eq.8-51) 
II the dimensionless parameter a has been defined as   : 
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Of   -   (^X202c"p2 4   VX7P7C^")T0/C^ Q  >T^7   , (Eq.8-52) 

the dimensionless activation energy is   : 

ß = TA /T0   , (Eq.8-53) 

and the iimensionless radiant flux is  : 

/  = (^/(QBc^    e"M    . (Eq.8-54) 

The finite difference approximation to Eq.8-49, viz., 

m~1 1/2 
AÖ   2     (rra   - rkr X   = G(9V , rB )    ,     m = 1, 2, . . . , (Eq.8-55) 

k=0 

can be solved sequentially in m, by employing a systematic trial-and-error search 
procedure for finding rm  at each step. 

Equation 8-55 has been solved on an electronic digital computer for y - 0 (no radiant 
flux) wich AÖ = 10-3/a .    The results are shown in Figs.8-25 to 8-28, which illus- 
trate (he effects of varying ß (Figs. 8-25 and 8-26),   n   (Fig. 8-27) and   a (Fig. 8-28) 
on the solution to Eq. 8-49 for r as a function of 8 .    Clearly, the value of ß has a 
strong influence on the nlution;   except in rather special and probably uninteresting 
regimes, reasonable variations in  n  or a  will not change r by an order of magnit- 
ude.    We note that, consistent with Eq.8-41, r always becomes proportional to  0* 
as 9 goes to zero and that when n > 0, r approaches °o as Ö approaches 1/a   (which 
is also obviour from Eq.8-49 with y = 0). 

It is apparent from Figs.8-25 through 8-28 (and can also be deduced from Eq.8-49 
directly) that if ß is sufficiently large, then there will be a wide range of values of 
0, over which r changes very little.    Typical solution curves for large   ß  exhibit 
a quadratic increase of r over a small range of 0 near zero, a rapid leveling off to 
a "pseudostationary" value of r , which lasts for most of the range of 6 , then an 
abrupt increase (eventually approaching °o ) in dr/d 8f when 9 becomes very near 
I/a.    The existence of this pseudostationary value implies tliat when ß is sufficient- 
ly large, the ignition time is practically independent of the ignition temperature, for 
all reasonable values of the ignition temperature.    Numerical estimates indicate 
that if the activation energy of the heterogeneous reaction exceeds about 15 kcal/ 
mole, the (usually ill-defined and poorly known) ignition temperature has no apprec- 
iable effect on the ignition time.    In such cases the complete curves of Figs. 8-25 
through 8-28 are of little interest;   only the pseudostationary values of r are im- 
portant. 

In order to be definite one may define the pseudostationary value of T to be the value 
at the inflection point in Fig. 8-26 (the second u Section point in Fig. 8-27 or Fig. 
8-28). This inflection value is plotted as a function of ß   for n ^ 1 in Fig. 8-29;    its 
dependence on  n  and a is rather weak (Fig. 8-30).    An empirical analytical ex- 
pression for the dependence of the inflection value r1 on ß  is therefore of interest. 
The formula  : 

log rr + 4. 5   -   45/0 

fits the n     1, a - 1 curve in Fig.8-29, within about 20% for ß> 30 and within a 
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Fig. 8-25    Effect of ß on ignition time for n = 0. 
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Fig. 8-26    Effect of ß on ignitjon time for n = 1. 
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Fig. 8-27     Effect of n on ignition time for ß ■-- 50,  a = 10. 
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Fig. 8-28    Effect of a on ignition time for /j =50, n = 1. 
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Fig. 8-29    Dependence of inflection point in ignition time on ß for n = 1. 
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Fig. 8-30    Dependence of inflection point in ignition lime on n and a for 
ß = 50. 
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factor of 3 for ß~£ 20.    Agreement is always within an order of magnitude for 
l<, a^1Q> 0< n <>2 and ß > 20.    In terms of dimensional variables, the empirical 
formula yields for the ignition time   : 

  r- *2_   2      -2n     ,-_r2  2/3-11.5+100/^   (Eq.8-56) 

Discussion of Results for Hypergolic ignition without, radiant Flux   -   Let us first 
consider the implications of Eqs.8-48 and 8-56 for hypergolic ignition without an ex- 
ternally applied radiant heat flux.    The following proportionalities can be inferred 
from Eqs.8-48 or 8-56 if qR  = 0.     Effect of heat of surface reaction: 

tign«    Q"2  ; (Eq.8-57a) 

efiect of rate of surface reaction: 

t        oc   B"     ; (Eq.8-57b) 
ign 

effect of ignition temperature: 

tign «   (TiKn  -  T0)2 ifTA /T0 ^ 5 

constant if T   /T    > 20  : (Eq.8-57c) 
A      o 

effects of thermodynamic and transport properties of solid and gas: 

t       oc   (V\  p c       +VX p C    f   ; (Eq.8-57d) 
ign 2    2   P2 I    1   pt'      ' 

effect of concentration of hypergolic gaseous constituent: 

^„«[^»r2^«,"2" (Eq. 8-570) 

with r - effective order of reaction (conventional approximation, the n of which may 
depend upon c ). Effect of pressure at constant gas temperature and relative com- 
position. 

liKna   f1 + K1 ft*? P?n (Eq.8-57f) 

(conventional approximation).     Here K1 is a constant, the factor involving vp arises 

from the factor (/A2 P2cp2    +  vrX1 PiCp])~ and the value of K Y is such that Kt  /p 

if usually igiblc compared with unity, at pressure below roughly 10 atmospheres. 
The vah"        I may depend upon p in the conventional approximation;   if Langmuir 
adsorption occurs, then   : 

t.^oc (1   +  KlV^)2(l +K2pf11 p-?n    , (Eq.8-57g) 
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where K2 is a constant and now n is also constant. Effect of pressure at constant 
gas temperature and constant concentration of hyperbolic constituent (pressuriza- 
tion by addition of inert): 

o 

t.gn*   (1 +K,^pf   . (Eq.8-57h) 

This formula assumes that the inert is adsorbed to a negligible extent on surface 
reaction sites;   if inerts can be adsorbed to inhibit the reaction, then we obtain, in- 
stead   : 

2 2n 
t.gn«    (1 +Kt 7p )  (1 +K.TP)        , (Eq.8-570 

K,}   =  constant. 

Diffusion-Controlled and Rate-Controiied Limits   -   For surface reactions, a diff- 
usion-controlled limit and a surface rate-controlled limit are often identified.   These 
limiting cases are introduced in order to remove the nonlinear boundary condition 
given in Eq.3-32, thereby facilitating solution of the partial differential equations. 
In the diffusion-controlled limit, the surface reaction is assumed to use up the re- 
actants so rapidly that the boundary condition cl - 0 at x = 0 (0 < t< °o) can be em- 
ployed in place of Eq.8-32.     In the surface rate-controlled limit, the surface re- 
action is assumed to use up the reactants so siowly that tne boundary condition 
dc Y/dx- 0atx= 0(0<t<oo) can be employed in place of Eq.8-32.     «n the latter case 
Cj - Coo - constant for all x and t in our present problem.    Then ^"_1 {A3}  = 0 and 
Eq.8-57e, us well as all of the other proportionalities quoted in Eq.8-57, except the 
one given in Eq.3-57c are not subject to either the small t restriction employed in 
obtaining Eq.8-48 or the pseudosiationary approximation employed in obtaining Eq. 
8-56.     In the former case, a transient solution cannot be obtained from the present 

model.     The condition c^ -■> (/\p,c ~ + VT^p c    ) (T  r   - TQ)/Q J~&   is obtained 

as an ignition criterion, but ignition is found to occur instantaneously if at all.    This 
is a necessary condition for ignition whenever qR = 0, as may be inferred from Eq. 
8-49, for example.     A moleculer ignition time t|n  can be inferred such that c ^0) = 
c^er ^«'   and can be calculated to be   « m /vm   ot x  (vm  = mean component of mole- 
cular velocity of species 1 normal to the surface,    j m   = mean free path of mole- 
cules of species 1,   a^ "sticking" fraction or surface accommodation coefficient 
for molecules of species 1), but this involves introducing more physics than was 
contained in the original model.    The exact solution to Eq.8-44 with q^ = 0 is ex- 
pected to approach that of the surface rate-controlled limit as B approaches zero 
and to yield a zero ignition time (the diffusion-controlled limit) when E approaches 
infinity. 

Solution and Results for Radiant Ignition without Surface Reactions   -   Let us next 
consider ignition by radiant energy input, for systems that do not experience heter- 
ogeneous reactions prior to ignition.     In this case, the second term inside the 
square brackets in Eq.8-48 vanishes.     This problem is, in fact,  so simple that an 
exact analytical expression, not involving an integral equation, can be given for the 
surface temperature as a function of time.     Since w = 0, dividing Eq.8-42 by /s, 
taking the inverse transform anu employing the convolution theorem, Eq.8-2 and 
Eq. 8-41, we obtain   : 

         !     /t     %   (*- t') 
Z= (/Ä~p c       +   A   p c    )"     j df  . (Eq.8-58) 
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The special case in which qR is constant is of practical interest;   in this case Eq. 
8-58 yields the exact solution   : 

'i,n=  1  <T,g„-T0)2   (A7p772 + ^W^  %2     • (Eq.8-59) 

which is seen to be identical with the corresponding limit of the approximate solut- 
ion given in Eq.8-48.    The proportionalities 8-57c, 8-57d and 8-57h indicated 
above, are predicted by Eq.8-59 for radiant ignition.    In addition, Eq.8~59 implies 
that the effect of the radiant energy flux is   : 

'ig„a  % ' ■ (Eq.8-60) 

This dependence has been verified in racLant ignition experiments, at flux levels, 
below roughly 10 cal/cm2sec in studies reported in Refs. (1), (7) and (9). Thesr 
studies have been discussed in Sections 2 and 3. 

Deviations from Eq. 8-60 occur at flux levels above 10 cal/cm2se'c.    At present the 
most likely explanation for these deviations appears to be that gas-phase reaction 
times become important in the ignition process.    The one-dimensional theory of ig- 
nition with combined radiant heat flux and heterogeneous reactions, developed in 
this section, does not appear to be capable of describing the observed deviations. 

Discussion of Results with Combined Incident Radiation and Hypergolicity   -   With 
combined radiant flux and gas hypergolicity, Eq.8-48 implies that the ignition time 
lag dependences given in Eqs.8-57a, 8-57b, 8-57e and 8-60 will be weakened.     For 
example, if exothermic surface reactions begin to become of importance in radiant 
ignition, then, in place of Eq.8-60, t.     will become proportional to (qR  4 K4) -2, 
where K, is not explicitly dependent upon qR when Eq.8-48 is valid.    Results of the 
integration of Eq.8-49 with y ^  0 are not available yet and therefore only these 
qualitative statements, which are of limited validity, can be made at the present 
time. 

Generalizations   -  We might add that the effect of heat loss from the propeiiant 
surface to a flowing cool gas can be included in Eqs. 8-48 and 8-5S, in a rough man- 
ner.     Forced convective gas flow increases the effective transport properties of the 
gas (viz., K i) by a factor of the form (1 + a Reni ), where Re is the Reynolds number 
and a and m are constants.    Values of m range from 0.3 to 0.8 and may be inferred 
from the discussion given in Section 1.4.3,  This convective correction factor intro- 
duces into Eqs. 8-48 and 8-56 a dependence of t lkrtlon mass flow rate and on geo- 
metry;   ifaRem>> 1, this dependence is contained in t    n°c (1 + K^Re"' /2) , where 
K r is independent of Re. 

To include in the model given in this section the effects of conductive or convective 
heat transfer from a heated gas to the solid propeiiant requires a substantial exten- 
sion of t^e analysis.   Recently Waldni^n has included conductive heat transfer with 
shock-tube boundary conditions. 

1.4.5  Ignition by Means of Condensed Materials 

The preceding analyses considered only gaseous materials as ignition agents;   any 
condensed materials contained in Hie igniter were assumed to vaporize before the 
beginning of the basic ignition process.     This assumption is not always valid and 
some interesting new phenomena arise when the ignition agent contains a condensed 
phase. 

First suppose that the igniter produces hot liquid or solid particles.    A particular 
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example is ignition, by means J hot AI2O3.     Then ^contact" between the hot parti- 
cles and the surface may lead to very high rates of heat transfer to the propellant, 
producing a correspondingly shortened ignition time.     Exactly what constitutes 
"contact" is not yet clear.     Do the solid particles rest on the surface of the propel- 
lant or is there a small gas film between the hot solid and the propellant, across 
which heat transfer takes place ?   Is a one-dimensional model sufficient, or must 
heat transfer along the surface, away from each solid particle, or flame spread 
along the surface, away from a hot ignition spot, be considered ? The microscopic 
ignition mechanism is not known;   many interesting problems concerned with the 
dynamics of heated spheres in a gas adjacent to a cool solid remain to be solved. 
Perhaps the analyses given in the Section 'Ignition by Means of a Stagnant Hot Gas' 
and 'Ignition by Means of a Flowing Hot Gas', will remain valid if only the gas den- 
sity is replaced by the total mass per unit volume of the two-phase mixture and the 
•ras heat capacity and gas thermal conductivity are replaced by mass-weighted 
average values, appropriate to the gas-solid (or gas-liquid) mixture.    On ihe other 
hand, perhaps the particle dynamics must be studied to obtain a reasonable corre- 
lation of experimental ignition data.    There appear   10 be no theoretical basic re- 
search results in this area. 

Another ignition process falling under the present heading, is ignition by means of 
a cool hypergolic liquid.    One might suppose that the analysis of hypergolic ignition 
given in Section 1.4.4, 'Ignition Processes ', would apply to this process, if 
region 1 were assumed to be occupied by a liquid (so that Eqs.8-57f, 3-57g, 8-57h 
and 8-57i would be invalid and tin would be independent of pressure);   the model 
would then involve diffusion of liquid reactants to the surface and diffusion of the re- 
action products through the liqu;d, away from the surface.     However, experiments 
with common hypergolic liquids have shown that the heterogeneous ignition reaction 
produces gaseous reaction products, that disturb the liquid and tend to disrupt the 
liquid-solid contact.     When the heterogeneous reaction is very rapid, liquid drop- 
lets appear to shatter almost instantaneously upon reaching the surface;   when the 
heterogeneous reaction is slow, a thick liquid layer appears to inhibit the hetero- 
geneous reaction (perhaps by providing an additional heat sink, or possibly by pre- 
venting the escape of reaction products), and heterogeneous reactions appear tc 
occur mainly where the liquid layer is thin, such as near the edge of a droplet rest- 
ing on the propellant surface.     Furthermore, the relative surface tension between 
the solid propellant and the hypergolic liquid appears to affect the overall ignition 
time;   a liquid that wets the solid surface will produce ignition more rapidly.     Pro- 
cesses of this type are clearly non-one-dimensional and also involve a number of 
physical phenomena that we have not considered above.    The time required for 
fianies produced at scattered hypergolic ignition sites to spread across the entire 
propellant surface may provide a substantial contribution to the total ignition time. 
The flame spread rate is treated on the basis of a very simple model in a later 
section concerned with pressure build-up in motors.    The ignition time may also 
depend on the dynamical behavior of hypergolic liquid droplets resting on a propell- 
ant surface, which, as a theoretical problem, is very complex.     Theoretical stud- 
ies of realistic hypergolic liquid ignition processes apparently have not been attem- 
pted in the literature. 

We may corrode that a theoretical understanding of ignition by means o«r tondmsed 
materials does not yet exist. 

!. 4. 6   Critical Comparison of Existing Theoretical Studies 

Hicks (27) has given a careful, detailed, theoretical analysis of an ignition model 
that is identical to the one considered in Section 1.4.3, 'Ignition by Means of a Flow- 
ing Hot Gas', except for the added complication that an exothermic reaction with an 
Arrhenius rate is included in the solid phase.     This model is believed to be realistic 
for the ignition of certain homogeneous solid propellants which, at elevated tempera- 
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tures, experience exothermic solid-phase decomposition processes that proceed at 
non-negligible rates in the pre-ignition regime.     Pre-ignition reactions in the solid 
may also occur for heterogeneous pronellants.     The essence of the analysis in Sec- 
tion 1.4.3 'Ignition by Means of a Flowing Hot Gas', is in fact, prest nted as a limit- 
ing case in the Appendix of Hicks' paper.     Some numerical results for a model diff- 
ering from that of Hicks only in that a constant specified radiant heat flux was em- 
ployed in place of the convective heat flux, have been given in Ref. (9). 

The distribution of temperature in the solid may bt. altered appreciably by solid - 
phase reactions.    However, ignition always occurs at the surface in the Hicks model 
(except under very special conditions, when the external heat flux is turned on for a 
period of time too short to cause ignition, then shut off abruptly and the propellant is 
cooled from the surface), and the time required for the surface temperature to reach 
the ignition temperature is not influenced very much by the solid-phase reaction 
under representative ignition conditions.     This is a consequence of the fact that, if 
the solid propellant has an acceptable degree of stability, then the solid-phase re- 
action rate is negligible for most of the heating time.     After heat transfer causes 
the surface of the propellant to reach a temperature in the vicinity of the ignition 
temperature, the solid-phase reaction begins to release heat very rapidly at the sur- 
face, producing an extremely high time rate of change of surface temperature in a 
vrry short time.     A consequence of this behavior is that,  in the Hicks model, the 
ignition time is insensitive to the precise choice of ignition temperature;   in place 
of a specified ignition temperature, a specified high time rate of change of surface 
temperature (e.g.,  10   °K/sec) could be used in the Hicks theory as an ignition 
criterion and would produce no appreciable change in the calculated ignition time. 
This insensitivity does not appear in the theory of Section 1.4.2 'Ignition by Means of 
a Flowing Hot Gas', because the heat release mechanism that is responsible for it, 
is absent.    T ms, analyses of the Hicks type can be useful for providing the approp- 
riate ignition temperature for use in the above Section, if the rate constants for the 
exothermic solid-phase reaction are known.     Since the high solid-phase reaction 
rate occurs only very near the surface, the exothermic process in the Hicks theory 
could probably be approximated very well as a heterogeneous suiface reaction. 
Adding a temperature-dependent surface heat release rate to the analysis of Section 
1.4.3 'Ignition by Means of a Flowing Hot Gas', should yield a theory that is much 
simpler than the Hicks theory (because the nonlinearity would affect only an ordinary 
differential equation instead of a partial differential equation) and that is capable of 
determining the appropriate ignition temperature from the Arrhenius rate constants. 
Numerical calculations based on a theory of this type for radiant ignition have been 
performed by Baer and Ryan (1). 

Summerfield and coworkers (4),  (11),  (20) have made considerable progress in 
theoretical studies of solid propellant ignition processes involving exothermic gas- 
phase reactions.   (A few consequences of a simplified gas-phase ignition theory have 
been discussed in Ref. (50)).    They have been concerned with composite solid prop- 
ellants containing NH jClO j as the oxidizer and also with pure binder-like fuels con- 
taining no oxidizer.     It seems reasonable that gas-phase reactions and/or hetero- 
geneous reactions will be of greater importance in the ignition of composite propell- 
ants than in the ignition of double-base propellants because the fuel and oxidizer con- 
stituents must be brought into molecular contact, before a significant amount of sus- 
tained heat release can occur in the composite system.     Some of Summerfield's ex- 
perimental results that apparently cannot be correlated by means of the simple 
theory given in Section 1.4.3 'Ignition by Means of a Flowing Hot Gas', have been in- 
terpreted qualitatively on the basis of gas-phase reactions (11).     Unfortunately, the 
time-dependent gas-phase conservation equatK is become Su complex when the nec- 
essary diffusion, flow and Arrhenius-type reaction rate terms are included that 
useful quantitative predictions of the results of specific ignition experiments, in 
which gas-phase reactions play an essential role, are very difficult to obtain.   Thus 
far, lengthy finite-difference solutions to partial differential equations have been 
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necessary in order to study such basic problems as the pressure dependence of the 
ignition time. 

Tne most complete analysis of gas-phase ignition that had been published before 1966 
is contained in Ref. (20).   Some of the assumptions in Ref. (2C), may be listed as 
follows: 
a) A semi-infinite hoi oxicuzing gas is suddenly (at t •- 0) brought into contact 
with a semi -infinite propellant. 

b) The propellant may be considered to consist of a single fuel which vaporizes 
and reacts with the gaseous oxidizer by a one-step Arrhenius rate process in the 
gas phase. 

c) One-dimensional, time-dependent conservation equations govern the process. 

d) The surface temperature remains constant during the entire ignition process. 

e) Either the gas-phase fuel concentration at the surface is constant or the mass 
flux of fuel at the surface is constant, during the entire process;   in the gas phase 
the mass-average velocity is identically ze^o. 

0 In the gas phase the pressure and density are constant. 

Assumptions (d) and (e) have been relaxed in the more recent work by these in- 
vestigators. 

Assumption (a) resembles an assumption of Hicks but it deserves clot^r scrutiny 
here, because the stated object is to    obtain information concerning much shorter 
ignition times than those considered by Hicks.    It is likely to be accurate for ignit- 
ion of a material in the end of a shock tube by means of shock reflection.    Assump- 
tions (b) and (c) may be valid for liquid or solid hydrocarbons but are somewhat 
questionable for composite propellants.     Experimental observations that during ig- 
nition binder pyrolysis usually begins before perchlorate d composition, tend to 
support these two assumptions for NH4CIO4 composite propellants.    Assumptions 
(d) and (e) appear to be unrealistic and have been replaced by physically acceptable 
interface conditions in newer works.   The newer studies by Hermance and Summer- 
field employ the proper energy and species mass interfacial conservation equat- 
ions,   introduce an Arrhenius type of pyrolysis rate expression for the surface 
gasification rate and include a   non-zero, time-dependent, mass-average velocity 
(which is spatially uniform in the gas phase); they predict values of ignition times 
that are near those of RW. (20) for values of the initial grain temperature and fuel 
volatility that are of greatest interest in propellant ignition.    Approximation (f) re- 
quires further study for rapid ignition processes;   in parts of the gas, it causes the 
ratio ..* pressure to density to differ by about ?.n order of magnitude, in represen- 
tative cases from the ratio that is consistent with the equation of state and this diff- 
erence may lead to appreciable pressure gradients and velocity gradients in the gas, 
fcr short ignition times. 

Extensions of the study in Ref. (20) are beginning to produce results that have a dir- 
ect bearing on propcIIa.it ignitions, involving gas-phase reactions.     Detailed char- 
acteristics of gas-phase ignition mechanisms as well as parametric dependences of 
ignition times are beginning to emerge.     One result which is already apparent, is 
that the specification of an ignition criterion is a somewhat sensitive and complex 
question for gas-phase ignitions.     We would like to su< , ~st here, on the basis of 
presently available results, that a reasonable definition of ignition time may be the 
time required for the first appearance of a tempern'are 'bulge' (cTT/rlx   «0) at any 
point in the gas.     Such a criterion cannot be used in other ignition models   but it 
seems well-suited to gas-phase ignition and it appears to be relatively closely re- 
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iated to experimental definitions based on detection of luminosity.    We feel that it 
is still a little too early to dwell at any greater length on theoretical models of gas- 
phase ignition. 

It might be argued that representative gas-phase activation energies are so large 
that the gas-p, ^se reactions proceed very rapidly once they begin and that therefore 
it should not be necessary to consider Arrhenius gas-phase heat release rates in 
propellant ignition.    The gas-phase processes would merely help to determine the 
appropriate ignition temperature for use in simpler theories and this ignition tem- 
perature would not be very strongly dependent on the properties of the igniter gas. 
If this highly speculative view is correct, then heterogeneous processes are the only 
ones that can appreciably affect the dependence of ignition times on igniter proper- 
ties.    We have seen in Section 1.4.4,'Ignition Processes ', that heterogeneous 
reaction theories are rather fertile in their ability to correlate experimental ignit- 
ion-time data.    Heterogeneous reactions have been studied by Aiiuerson and co- 
workers (28-30). 

Anderson -28) developed a theoretical model that is basically the same as that pre- 
sented in Section 1.4.4,'Ignition Processes ....', except that the radiant energy 
transfer term was not included.    The governing partial differential equations were 
solved by finite difference techniques on an electronic digital computer.    Through 
appropriate adjustment of the activation energy for the surface process, the rate 
constant for the surface process and the effective order of the surface reaction, 
Anderson obtained excellent correlations of the experimental results (14) and of the 
results of a number of other experiments.    This same agreement is, of course, 
also obtained from the analysis in Section 1.4.4,'Ignition Processes ....'.    In some 
cases, Anderson's correlations also involved empirical adjustments, for the effects 
of varying the amount of oxidizer contained in the propellant and of adding a burning 
rate catalyst to the propellant.    In each of these cases the qualitative nature of the 
effect was reasoned theoretically.    The success serves to emphasize the versatility 
of a heterogeneous reaction hypothesis. 

A few objections to the details of the theoretical formulation and cualitative argu- 
ments cited by Anderson can be mentioned.    He states (2ö) that i   the diffusion- 
controlled limit, tignoc c^ -2nat constant total pressure and tißnac c^ 0 at constant 
oxidizer mole fraction.    These results are not consistent with our finding (Section 
1.4.4 'Ignition Processes ....') thai t ißn^ 0 in the diffusion-controlled limit for An- 
derson't> model.    Many arguments can be given against the reasoning (29) that 
mechanical properties of the propellant constituents affect the ignition behavior;  for 
example, the thermal skin depth is less than or equal to a typical oxidizer partible 
diameter and the temperature gradient will cause the perchlorate material closest 
to the surface to decompose most rapidly, thus causing the heterogeneous reactions 
to o.cur at the propellant sur/ace instead of inside the solid.     The heat balance 
equation (30) used by Anderson to account for convective heat (ignition in a flow en- 
vironment) adds a convective heat input term to the surface boundary condition and 
at the same time retains a conductive heat loss from the surface to the gas.    It also 
neglects convective effects on the transfer of oxidizer to the surface.    The Ander- 
son analysis is not likely to be valid when convection occurs.     It would be straight- 
forward and could prove interesting to apply the standard methods of mass and heat 
transfer theory to ignition   by means of a flowing gas with the ignition process in- 
volving heterogeneous reactions.    Such an analysis would constitute an extension of 
the theory of Section 1.4.3,   'Ignition by Means of a Flowing Hot Gas'. 

The theory of ignition of solid propellants is a vast and often complex subject.     We 
have insufficient space here to present a complete review of each aspect of all of 
the relevant theoretical studies.     An excellent and much more thorough review, 
with which we agree on most, but not all points has been prepared recently by Price 
(8). 
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1.5.   Motor Ignition 

Introduction 

During ignition, the pressure level in a solid propellant rocket motor increases 
from its initial value to the steady operating pressure.    Depending upon the igniter, 
the propellant and the geometry, the pressure-time curve may be monotonic or a 
pressure peak may develop.    The primary objective in this section is to obtain an 
understanding of the shape of the pressure-time curve during ignition. 

Effects tending to increase the pressure are gas evolution by the igniter and gas 
evolution from the surface of the propellant.    Gas flow through the nozzle tends to 
decrease the pressure.    The time-dependent balance of these three mass flow pro- 
cesses, coupled with the appropriate energy balance for the gases in the chamber, 
should determine the pressure-time profile. 

It has often been surgested that, under many sets of practical conditions, the foll- 
owing simplified vii *v of the motor ignition process is applicable.     First, the ignit- 
er burns completely and successfully ignites a small portion of the propellant sur- 
face.     During this time, the pressure increases rapidly due to the evolution of ig- 
niter gas.    Next, the flame spreads over the surface of the propellant.     During 
this process, the pressure continues to increase but at a rate that depends on the 
burning rate of the propellant and on the rate of flame spread.    Finally, the pres- 
sure in the motor builds up to a point at which the mass flow rate through the nozzle 
becomes appreciable and this tends to decrease the time derivative of the pressure, 
causing the pressure to approach asymptotically its equilibrium value, which is 
governed by a balance between the rate of production of gas at the propellant surface 
and the mass flow rate through the nozzle.     Each of the steps involved in this sim- 
plified view of motor ignition is subject to experimental and theoretical investigation 
and will be considered below.    In addition, we shall discuss ignition processes for 
which the simplified view requires modification. 

Ignition Devices 

The purpose of the ignition device is to bring to the propellant surface a sufficient 
amount of energy, to trigger a sustained combustion.     In most applications, this 
energy is of chemical or electrical origin.     In the first case the products of com- 
bustion of an auxiliary propellant can be used.   Heat transfer then takes place by 
convection, conduction and radiation or by direct contact of a solid or liquid con- 
densed phase with the propellant surface.    Substances which are hypergolic with the 
propellant can also be used, such as chlorine triflutoride.    Exothermic chemical re- 
actions then start on the surface anr1 increase the ambient temperature. 

The earliest ignition device was made of black powder contained in a small bag.   The 
combustion of this powder brings the pressure inside vhe motor up to a certain value 
and liberates enough energy at the propellant surface to initiate ignition of the grain 
and flame propagation.     New igniter materials with better ballistic and energetic 
properties ha^ e now replaced black powder. 

a) Solid Propellant Igniters 

Most solid propellant igniters can be thought of as little rocket motors, which must 
present certain characteristic features to assure a good ignition.     These igniters 
are characterized by their burned propellant flow rate mbl and their combustion 
duration tbi or else by a time evolution curve of their mass flow rate mbi(t).    The 
knowledge of the totel propellant mass contair ed within the igniter   : 
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t, bi 

mpi"~" / m   (t)dt    , 
0 bl 

is not sufficient to characterize the igniter;   one must also know the flow rate and 
the burning time.    There is a minimum value of the propellant mass ^Pi below 
which a correct ignition is not achievable.     This minimum value is associated with 
a certain flow rate (m^ Jo and a certain burning time (t bi)0-    If tbi is decreased 
below (tbi)   then the flow rate mbi must be increased to such an extent that the pro- 
duct mbi tbi becomes larger than (mbi}Q(tw )Q.    If tbi is increased above (tbl)0, the 
required flow rate will remain approximately constant and equal to (rn^Jo, so that 
the propellant nass again increases.    This simplified reasoning demonstrates the 
importance of two parameters;   flow rate and combustion duration. 

The commonly used igniter compositions Contain a finely ground oxidizer su. .1 as 
ammonium perchlorate (NH4CIO4), potassium perchlorate (KC104), potassium nit- 
rate (KNO3) and a metallic fuel which is also a finely ground powder  .nd can be 
aluminum, boron, magnesium or zirconium.    These compositions are generally 
used in the form of powders or pellets.    Their combustion products contain a large 
percentage of condensed materials:   65% with the propellant (KNO3-B) and 70% with 
(KCIO4-AI). 

The most important characteristics of igniter compositions are their high flame 
temperatures G> 30°0°K), their high burning rates (which follow pressure-depend- 
ence laws of the foi n r =apn) and their iuw ignition pressures.     Figure 8-31 
shows the characteristics of an (NH4CIO4-AI) composition. 

In place of igniter compositions shaped like pellets, one can use conventional metal- 
lized propellants cast into moulds or cast directly into the ignition motor.     For a 
given propellant, experience shows that the flow rate rhbi must be approximately 
proportional to the thrust F of the main motor.    The coefficient of proportionality 
is defined as a characteristic velocity for ignition. 

vt*   =   F/mbi     , 

the value of which is of the order of 30, 000 m s     for current propellants and dep- 
ends upon the nature of the propellant. 

The choice of the igniter burning time tbi is affected by the nature of the propellant 
and by the residence time of the g^'-es in the chamber, 

V = (1/r2 c*;   (T-Q/At)    , 

where c* is the characteristic velocity, > 0 is the initial internal volume of the 
chamber and A( is the nozzle throat area of the motor.     As a first approximation 
one can set   : 

tbl
/tr     -    A     , 

where A is a constant, the value of which is determined by preliminary experiments. 

Having obtained mbi and tbl from the preceding considerations, one can proceed to 
develop a preliminary design of an igniter motor.     Its operating pressure can be 
selected according to different criteria;   two approaches are currently used in 
achieving short igniter burning times (t,n   - 10 to 100 msec) and high igniter flow 
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Fig. 8-31    Flame temperature, ignition pressure limit and burning rate vs. 
metal mass fraction for NH4 CIO4 -Al mixtures. 
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Fig. C-32    Pressure variation in an ignition (pellet propellant), 
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rates: 

1. High-pressure systems (pi- 100atm) which have high burning velocities. 

2. Low-pressure systems (pi-  10 atm) wHh large burning areas (pelk's). 

It is desirable to design igniters with reproducible  derating conditions and with a 
constant mass rate of generation of hot gases, during the entire ignition period. 
Figure 8-32 illustrates characteristics of a slit igniter that uses propellant pellets. 

In igniter tests, the mass flow rate can be determined from the pressure record- 
ings: ,    i 

mbi   s   f (pi'  ar » fcri) 

Detailed igniter design is based on a certain number of fundamental equations which 
we list briefly (40).    Conservation of mass: 

M± = dM/dt   =  mbi   -   mtl    , 5 

where M  is the mass of combustion products in the igniter chamber and mt .th£ 
flow rate through the injection orifices into the main chamber.    The flow rate of 
products mbi depends upon the burning area Abi and the burning rate rbl, 

mbi  = P Pi Abi rbi     ; 

since the flow through the injection orifices is choked, mtidepends upon the charac- 
teristic  velocity, the stagnation pressure p± and the total orifice cross-sectional 
area A ty 

mu   = PAi/ci* 

Conservation of energy : 

d 
dt KUiV  =  a-*i) C

P   
Tbimbi   -  cF   TL   mtj 

where lbl is the combustion temperature and £1 is the fraction of the energy lost in 
(he igniter chamber.     The specific heats at constant pressure and at constant vol- 
ume must take into account the condensed phases; 

cp   .  Y,   c   ♦  (1   -  Y  )  e|K      , 

% - y„ c ♦ (1 - Yp) ci;     , 

where Y{, is the mass fraction of condensed phase,, 

Equation of state: 
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where  m    denotes thp molecular weight of the gas phase. 

Reasonable assumptions concerning, the burning rate rbi and the burning area A|n 

enable one to calculate the time evolution of the igniter chamber pressure p4(t), the 
flow rate through the igniter orifices räu(t) and the combustion product temperature 
T,(t). 

The preceding considerations enable one to establish a preliminary design for the 
ignite*'.    Igniters must be designed to operate under severe ambient conditions 
(pressure, temperature, vibrations).    Resistance to vibration     3 particularly im- 
portant for igniters used in successive stages of a multistage rocnet.    It is impera- 
tive to have a high reliability, winch can be assured only by numer     "> test firings 
under conditions simulating actual operation. 

b) Hypergoiic Igniters 

A typical hypergoiic iyiiter consists of a chlorine trifluoride infection system, pres- 
surized   by an inert gas, such as helium.    Relevant design VP ' ables are the liquid 
flow rate m % injected into the chamber, the duration t^, ., the degree of atomization 
of fhe liquid produced during injection and the orientation of the liquid jets with re- 
spect to the surface.    Hypergoiic ignition systems bear many resemblances to hyb- 
rid rockets. 

A hypergoiic fluid exhibits an ignition delay, which is defined as the lapse of time 
between liquid-solid contact and the appearance of the first flame.    For a given ig- 
niter fluid, the value of the ignition delay r depends princip   ly or» the nature of the 
pro     lant.    With chlorine trifluoride, representative values of T are of the order 
of on^. millisecond.     Injection of large drops is sometimes preferred instead of fine 
atomization because liquid-solid contact is then assured, thereby making the va^ue 
of T insensitive to pressure.     Propellant ignition with gaseous chlorine trifluoride 
is also possible but in this case the ignition delay depends strongly on both the pres- 
sure and the concentration of the gaseous oxidizer near the surface.     Since motor 
ignition, with both solid propellant igniters and hypergoiic igniters, involves direct 
ignition of a portion of the grain followed by flame propagation along the rest of the 
grain, there are many common aspects of motor ignition processes with hypergoiic 
igniters and vnth hot-gas propellant igniters.     We shall concern rate on motor ig- 
nition by hot-gas producers in the following discussion. 

Analyses of the Various Processes 

The motor ignition process described j    S< ction 1.5.,   'Introduction'   involves es- 
tablishment of preliminary flow patterns and pressure levels in the ...amber by t.e 
hot igniter gases, heat trarsfer to the propellant surface, ignition of a part of the 
propellant surface, flame spreading and finally an intensification of combustion 
which may lead to the development of a pressure spike before the establishment of 
steady   ombustion.     Thcsv five phenomena will be discussed separately in the pres- 
ent section. 

Before beginning the discussion, it is helpful to define a number of characteristic 
delay times which play a role in the ignition process. 

A thermal delay time tt. for propagation of heat in thf solid phase is   : 
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2 a 
tth   =   \2/p 2C&T       =   a2A f 

where .subscript 2 will always refer to the solid.     This delay is independent of the 
length scale and is mainly a function of pressure : 

_2n 
tth* p 

if the regression rate varies asp11.     For pressures in the 10- to 100-atm range, 
tlhvaries between 10-2 and 10-   sec. 

A characteristic residence time for gases in the chamber under steady-state con- 
ditions, has previously been shown to be  : 

tr= 1/r2  (;0/At ■*)    , 

in which the chamber volume '> Q and the thi »at area At of the main motor appear. 
If ip denotes the ratio of the volume of the converging portion of the nozzle to the 
central channel volume for a cylindrical motor, then the preceding formula can be 
written as   : 

l / 3 
1        (1 + (p)     1_        p F _ 

k rf^F *2    "l/2, ,3/2 tr = r^ 

vhere k is the ratio of the central channel cross-sectional perimeter to the square 
root of the port area, K = A   'Ab   J = At/Ap and ve is the exhaust velocity of the 
gases at the exit section of M\«    ■/-';  -•     The residence time is thus proportional to 
the square root of the thrust ..    '''J) and to p1' 2_n, provided that c* and ve are 
assumed to be independent of pressure.    If the pressure exponent n is close to 0. 5, 
then the residence time is independent of pressure and   : 

tr (sec) =* 4 x 10-5   VF(lbs)     . 

Theories generally assume that the propagation time of an acoustic wave along the 
motor is small, compared with the residence time.    Under this assumption, un- 
steady flow can be analyzed without usiu; the method of characteristics.     The pro- 
pagation time is  : 

  1 /2 
L L V KJ F ' 
a       .,. / A   *       ,..,.„* 37"2 

4/ (y)c*       k^c*        (p2 r v ) 

where L  s the motor length, \p (y) a function of the specific heat ratio which relates 
the velocity of sound to the characteristic velocity.    As we did for 1   we find here   : 

l /2-1I     1/2 
t.     *  p '       F 

A numerical estimate shows chat tn is three to five times smaller than tr.     In other 
words, typical chamber Mach numbers appear to lie between 0.2 and 0.33. 
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When the Lewis      mber is close to unity, heat conduction and diffusion times in the 
gas phase are approximately equal and are given by   : 

t, = 
'V Vi 

vt P-2    r c
Pi ()2   r 

so that   : 

1 -2n 
lcl   *    P 

The value of t() is much smaller than that of tto;   it is of the order of i0~5 to 10~G 

sec and is independent of pressure for n = 0. 5. 

The longest characteristic times identified above, are the heat propagation time in 
the solid and to the residence time of the gases in the chamber.    These two time 
delays are therefore likely to be primary factors affecting motor ignition. 

A characteristic time for flame propagation along the grain can be defined as   : 

t    = L/r       , 
p p 

v/here rp is the propagation velocity     Unfortunately, as we shall see later, rP is 
not well-known. 

a) Igniter-Produced Gas T low in the Chamber 

It is of importance to organize the gas flow from the igniter in the central channel, 
in order to transfer as much energy as possible to the propellant surface.    Two con- 
figurations currently in use are forward injection with flow toward the nozzle and aft 
injection with counterflow.     Figure 8-33 shows both principles. 

In forward injection, the igniter can be fitted with lateral slits which have the same 
symmetry as the grain (number of slits equal to the number of star points, for ex- 
ample).    This system intensifies the transfer processes near the surface and strat- 
ifies the flow.    A single jet issuing from an auxiliary ignition motor can also be 
used.     In this case the igniter nozzle has no divergir^ po      n and its operating 
characteristics depend on the ratio of the igniter exit sect.   < diameter to the main 
motor port diameter ei = D^/Dp.     If the ratio Ci   s too small there is a jet effect 
and the igniter gases do not reach the propellant surface immediately. 

in counterflow injection, the jet from the igniter motor must penetrate into the main 
motor nozzle without being diverted at the throat.    Best penetration is achieved 
when the exit section of the igniter nozzle is located at the throat section of the main 
motor nozzle. 

It is generally advantageous to study simulations of igniter flow patterns in a wind 
or water tunnel.     Figure 8-34 is an example of such a study in a water tunnel. 

Before ignition of the main propellant, the pressure increase in the chamber is due 
only to the igniter flow rate mti.     The equations of this process are:   Mass con- 
servation equation   : 

11 
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Fig. 6-33    Flow organization. 
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Fig. 8-34    Visualization of the flow pattern in a water tunnel during the tgniti 
period. on 
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dM/dt  -   M - m      -   m 

where M is the mass of gases inside the chamber and mt the flow rate through the 
main motor nozzle.     Energy conservation equal"-n   : 

^   =  0 - 0 r T   *,,       v T  m, 

where £   characterizes the losses in the main motor. 

Introduction of known functions m, (p, T), rh(J(t) and M(p, T) into these expressions 
leads to two differential equations relating the pressure  p and the temperature  T 
to time  t.     Expressions for mt(p, T) differ for choked and unchoked flow in the main 
nozzle. 

b) Heat Transfer to the Propellant Surface 

Heat transfer depends not only on the nature and thermodynamic properties of the 
gases produced during igniter combustion, but also upon the flow configuration in 
the central channel.    The three most important types of heat transfer from igniter 
combustion products are transfer by convection, transfer by radiation and transfer 
by contact of hot condensed particles (e.g., alumina droplets) with the propellant 
surface.    A theoretical study of such an unsteady energy transfer problem in a 
boundary layer is difficult, see Section 1.4.3 'Ignition by Means of a Flowing Hot 
Gas*      We shall tnerefore restrict ourselves to mentioning experimental results. 
A qualitative study of the transfer process can be made by examining the distribut- 
ion of luminous flux in a laboratory apparatus (Fig.8-35).    One can construct a 
transparent model of the central port and the nozzle of the motor.    The ignition 
system can be iired into this model, under conditions that closely approximate those 
of an actual motor.     Motion pictures of the firing will show *he distribution of lum- 
inous er.ergy received by the surface.    The heat flux distribution on tne surface can 
thereby be obtained for both forward igniters and counterflow igniters.    This appa- 
ratus is shown in Fig. 8-35.    A quantitative determination of heat trans'er to the 
surface during the transient ignition can be obtained by placing fluxmeters at various 
positions on the surface, in order to measure the time history of the heat flux re- 
ceived. 

If the process is nonradiative, then heat is transferred to the surface by convection 
and the flux is expressed by   : 

q   -   hfT,   -  T  )     , 

where  h  is the heat transfer coefficient, T, is the stagnation temperature of the 
flow and T    is the propellant surface temperature.    The value of the coefficient   h 
is determined from empirical laws relating the nondimensional Nusselt number to 
the Reynolds and Prandtl numbers. 

Good correlations have been obtained by Carlson (41) by using dimensionless groups 
based or. the diameter D   of the central channel; 

Nu       h D /\     , 

Re 4m   /n I) \i 

Pr    -    ßc   /\ 



521 

Fig. 8-3 5    Visualisation of the heat transfer during the ignition period 
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Fig.  8-'>o    Schematic model of flame spread process 
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In the case of head -end injection, laws oi the form   : 

Nu   =  a Re^ Pr 

were obtained.    The important parameters were found to be the diameter D0 and 
the igniter flow rate m«;   the grain length-to-diameter ratio L/D« had little in- 
fluence on the results.    In the case of aft-end injection the Nusselt number was 
correlated by a relation of the form   : 

Nu   =  bRcfc °'5Pr °-4      . 

Here D and m tlwere found to have less influence but the heat flux to the surface 
was found to depend strongly on the value of the axial distance X, from the igniter 
exit to the measurement position. Data could be correlated in terms of the ratio 
X/L. A maximum rate of heat transfer is observed close to the injector, then q 
decreases as X/L increases. The location of the maximum flux point depends upon 
the ratio e1 = Dtl/D . 

Allan and Bastress (42) based their dimensionless groups on the axial distance X in- 
stead of the diameter Dp and gave the correlation formula   : 

Nu   =  c Rex ° ' 8 Pr     , 

with Nu = hX/X and with 0.055 <   c < 0.08, depending on the igniter type.    The 
heat fluxes were in the range 100 to 400 cal cm"2 sec"  . 

It is difficult to evaluate the time history of the radiative flux to the surface but the 
contribution of radiation cannot be neglected, because the combustion products con- 
tain hot and highly emissive solid or liquid particles (at temperatures  of the order 
of 3800°K). 

Conductive heat transfer by contact between hot droplets and the fuel surface is also 
difficult to evaluate.     Since the droplet diameters are of the order of a few microns, 
surface tension should prevent spreading of the droplets over the surface.     Little 
data on heat transfer by contact are available. 

c) Ignition of a Portion of the Grain Surface 

We have seen that in ail flow configurations there is a maximum heat flux at a cer- 
tain distance from the igniter.     This distance is typically of the order of two to 
three times the central channel diameter Dp.    Ignition staris first in regions oi 
maximum heat flux, since the ignition delay is approximately inversely proportional 
to the square of the heat flux.     It is, however, difficult to define accurately an in- 
itial ignition zone because there is not a sufficier' amount of data available to deter- 
mine its boundaries.    One can only make imprec.se hypotheses relating the ignition 
delay to the significant parameters such as the heat flux, the oxidizer concentration, 
the ^as velocity, the pressure, etc.    Growth of the ignition zone occurs through 
continued ignition by hot igniter gasrs and also by flame spread along the grain. 

d) Flame Spread 

The process of flame spread from an ignited portion of the propellant to the remain- 
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der of the propellant surface can have a significant influence on a large portion of 
the pressure transient during ignition.     This is especially true for large motors 
with small, lightweight igniters.     The importance of the problem has prompted a 
number of analyses of the flame spreading process (30-35).    These analyses will 
be discussed briefly after we indicate, by means of a highly simplified approach, the 
qualitative character of the process. 

If it is assumed that, at t = 0, an area on the propellant surface is burning ,,nd an 
adjacent area is unignited, then heat transfer from the burning area to the »nignited 
area will raise the temperature of the unignited area to a point at which exothermic 
self sustaining reactions begin to occur.    The time required for these reactions to 
begin, at any given point x in the unignited area, depends upon the geometry of the 
motor, the geometrical configuration of the initial burning area, the mechanism of 
ignition (discussed in Section 1.4), etc.    Although complex geometrical configura- 
tions could produce a highly nonuniform dependence of the time required for ignition 
to occur upon the position x in the initially unignited area, it is reasonable to assume 
that in most simple geometries, the unignited points immediately adjoining the burn- 
ing region will ignite sooner than points farther removed from the burning area. 
Thus, a flame perimeter that moves continuously with time should be identifiable. 
Continuous flame spread of this type has been observed in the laboratory.   In other 
experiments, laboratory photographs of the flame spreading process often seem to 
indicate that the flame appears to spread in discrete steps, with incipient ignition 
(small flamelets) occurring over a finite area, the flame lets developing into fully 
developed burning and then incipient ignition occurring over an adjacent finite area 
(31);   however, on the average, even this process can be approximated as a con- 
tinuo \B propagation of the flame perimeter with time.     We r^e thus led to 2 model 
of an increasing flame area which eventually envelopes the entire surface of uie 
propellant. 

Within this modely the time rate of increase of flame area will depend in general on 
the size and shape of the ignited area.    However, if the ignited area is not too small 
and the curvature of the flame perimeter is not too large, then a model in which the 
flame perimeter is a straight line propagating along the propellant surface should be 
applicable.    This model, although perhaps often inaccurate in the early stages of 
flame spread, has been employed in the most accurate studies yet reported (30-33); 
to improve it requires a knowledge of the shape of the initially ignited area, which is 
seldom available. 

Time-dependent analyses of the flame spread process, based on this model and 
assuming a stationary burning area at t = 0, show that the flame perimeter propag- 
ates at a speed that increases monotonically from zero at t = 0 and approaches a 
finite limiting value as t -»^ (31).     To describe the time dependence of the flame 
perimeter propagation velocity requires the use of numerical methods at some stage 
in the analysis (30-33).     However, as we shall show below, if one is interested only 
in the limiting (t-»*> ) steady -state perimeter propagation velocity, then a simplified 
model enables one to obtain an analytical expression for the propagation velocity. 
The highly simplified model discussed below is amenable to some refinement without 
loss of analyticity of the result.     The steady-state velocity should prevail for most 
of the flame-spread period for large motors with small igniters.     Even for small 
motors, uncertainties in the initial conditions raise a question as to whether the 
time-dependent results or the steady-state approximation better represent the actual 
flame-spread process. 

The basis of the simplified model of the flame-spread process is illustrated in Fig. 
8-36.    Heat transfer from the flame and hot gases produces an energy input, H(x) 
1 dx (cal/sec) to an unignited surface strip of length I and width dx;   i.e., H(x) 
(cal/cm2sec) is defined as the energy flux into the surface at position x.    This 
energy input gives rise to an increase in the surface temperature and to heat flow 
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Into (he bulk of the propellant by thermal conduction.     For simplicity in the devel- 
opment, we adopt a coordinate system in which the ignition point remains at x = 0. 
An ignition temperature criterion will be employed;   i.e., we shall assume that 
ignition occurs instantaneously when the surface temperature reaches a definite 
ignition temperature Tif so tnat T = TA at x - 0, y = 0.    Our objective is to obtain 
an expression for the steady velocity r (cm/sec), with which the solid must move in 
the -x direction in Fig. 8-36, in order to maintain the ignition point at x = 0.     This 
velocity is the flame peritieter propagation velocity. 

We shall assume that heat conduction in the solid occurs only in the y direction 
(aT/Ox << 3T/?y)     Conduction in the x direction can be included in the present 
model but this is found merely to complicate the results somewhat without introduc- 
ing any qualitatively new features into the problem.    Indeed, machine calculations 
made with the most complete model that has been reported show that no observable 
effect in chamber pressure-time histories is produced by including heat conduction 
parallel to the propellant surface, in a representative case (33).    The energy con- 
servation equation in the solid becomes   : 

A   L?L + TpC |X =   o  , (Eq.8-61) 
ay 

where X , p and c (all assumed to be constant) are the thermal conductivity, density 
and specific heat of the solid.    The second term in Eq.8-61 accounts for the time 
rate of increase of energy of an element of the solid as it moves in the -x direction. 
The boundary conditions for Eq.8-61 are   : 

T   =  T at   x   =  0,   y   =  0 

as x-+oo,    (0<y<oo)    J (Eq.8-62) 

as y —*• co,   (0<x<oo) 
To 

\   ere TQ is the initial temperature of the unignited propellant.    In addition, con- 
servation of energy at the surface yields   : 

-AdT/ay=H(x) aty=0,  (0<x<oo). (Eq.8-63) 

Equation 8-61 can be solved by separation of variables.    Solutions exist of the 
form   : 

T= T0 + AC ~ay e~ rpc X    , (Eq.8-64) 

where a and A are constants.     Equation 8-64 satisfies the boundary conditions Eq. 
8-62, if a > 0 ard if   : 

A     Ti    -   T0     . (Eq.8-65) 

It also satisfies boundary condition in Eq.8-63 if a can be chosen so that   : 

„2A X 
H(x) = X <*(T. - T0) e     rpc (Eq.8-66) 

This is possible only if H(x) has the form   : 

H(x)   -   HQ e-VL      , (Eq.8-67) 
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where HQ and L are constants.    Whether or not Eq.8-67 is valid will depend upon 
the character of the heat transfer mechanism      In general, Eq. 8-67 will not be 
true and Eq.8-64 will not represent the cor>- jt solution.     However, any given H(x) 
can be approximated by the functional form given in Eq.8-67 by adjusting the para- 
meters HQ and L, which characterize the heat transfer process, for the best fit. 
Assuming that this has been done, we find, by comparing Eqs.8-66 and 8-67, that : 

a = HQ/\ (T  - T0)    , (Eq.8-68) 

and that the flame perimeter propagation velocity is  : 

r = LH 2 / \pC (T\ - T   f    . (Eq. 8-69) 

If Eq.8-67 is not valid, then Eq.8-64 is not exactly correct and the correct temper- 
ature distribution must involve an integral over the separation parameter a ; 
viz., 

2 
00 Q?   \ 

T- T0   =   /     A(rv)e"°y e "roc  x da , (Eq.8-70) 

with the function A(a) determined by the requirement inat Eq.8-63 be satisfied and 
with the value oi r determined by the requirement that T = T. at x = 0, y = 0. 
Eq.  8-63 then yields : 

2 

\J    a A (a)e'   rp c  x da - H(x)  , (Eq.8-71) 

which can be written as   : 

Jo   B(ß)e~p   d/9 = 2H(x)/rpc    , (Eq.8-72) 

where ß = cPx /rpc and B (ß) = A (a).     Equation 8-72 indicates that 2H(x)/rpc is 
the Laplace transform of B(ß);   i.e., 

B  =    y~  {2H/rpc}     . (Eq.8-73) 

In terms of ß and B, Eq.8-70 becomes   : 

T-T0 = !   JIM  /"-L  B(j3)e~ J^T"   y  e'ß2xdß    . (Eq.8-74) 
V    X        0   T~ß 

Evaluating Eq.8-74 at x = 0, y = 0, employing Eq.8-73 and solving for r, we find : 

r= [ Xpc (TV - T   f   1 \f      —    -/'-1   {H}d/3*T     , (Eq.8-75) 
L 0        J I    o     v^ 

which enables one to calculate r from a table of inverse Laplace transforms, by 
performing a single integration.     The simple approximation given in Eq.8-69 will 
be used instead of Eq.8-75 in the following discussion;   it can be seen from Eq.8-7 5 
that the qualitative dependence of r upon the controlling parameters (\, p   c,  Tjt 
the magnitude of H, etc.) is given correctly by Eq.8-69. 

The effect oi propellant density, heat capacity, thermal conductivity and ignition 
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a + xi 

temperature on the flame perimeter propagation rate is readily apparent from Eq. 
8-69.     The dependence of r on pressure, motor geometry and gas properties, on 
the other hand, appears through H^L and therefore is governed by the heat trans- 
fer mechanism.    If the dominant heat transfer occurs bv radiation from the hot 
flame region   then it can be shown, in a rough approximation, that H(x) ~ Tl + 

\2T-I L 
1 , where a and b are constant lengths ch?~acteristir of the burning region 

and the constant of proportionality is approximately equal to the intensity of radia- 
tion emitted by the flame region.    Tn most analyses, however, radiant energy tran- 
sfer is assumed to be negligible in comparison with corrective heat transfer from 
hot gaseous reaction products (30), (32-34).    The precise expression used for H(x) 
in conveciive heat transfer varies according to the assumptions employed regarding 
geometry, character of the flow, etc.     That a variety of possible formulas exist 
may be inferred from the discussion in Section 1.4.3,  'Ignition by Means of A Flow- 
ing Hot Gas'.     Since the convective heat transfer rate at x = Ois BQ = h(Tg - TQ), 
where h is the heat transfer coefficient and T   is th^ gas temr. ?rature at x = 0, Eq. 
8-69 yields   : B 

ML 
ApC 

r* ~T°)2 
(Eq.8-76) 

indicating that r°c  LhJ.     The variety of formulas enters chiefly through the variety 
of possible choices for h, which need not be enumerated here because ^hey have been 
discussed in Section 1. 4. 3. 

Reference (31) contains a theoretical analysis of flame spread that can be considered 
to represent the direct generalization of the preceding analysis, to the time-depend- 
ent problem in which the flame perimeter propagation rate is zero at t = 0.     Ex- 
perimental measurements of the flame perimeter propagation rate (for a double-base 
propellant) were performed with a variable exter ally imposed gas velocity, at a 
variety of different atmospheric pressures.    Measurements in O2 and N2 atmos- 
pheres indicated a negligible influence of atmospheric com]   sition.     For H(x) 
functions of the forms K(x) ~ e'x/L and H(x) ~ (1 + x/L)"n, the function H(x) ~ 

'U _ t /2 was found toprovide the best correlation with t =e theory, andexperi- (1   f.V 
ment.    Since the experimental results are reported in ter' us of a correlation with 
the theory, a comparison between the experiment and thf simplified theoretical 
considerations given above cannot readily be made. 

In uef. (30), equations including two-dimensional time-dependc it heat flow in the 
solid, one-dimensional, steady energy and oxidizer flow in the gas and an exother- 
mic heterogeneous reaction, are proposed for performing a theoretical calculation 
of flame spread.    The solution must be carried out by a numerical integration of a 
finite-difference approxin Uion to the governing equations.     Curves are given show- 
ing the qualitative dependence of the flame pe- imeter propagation rate upon gas 
temperature T^r  and upon port diameter D.     Except for a Prandtl number dependence, 
the approximation employed for h was h = const ( ^/D) Re0- 8, where \B is the 
thermal conductivity of the gas and where the P?vnolds number Re is defined as Re = 
A: vs;n///^ , in which pp., vB and ß^, are the de   s-y, velocity and viscosity of the 
gas.     When this formula is substituted ir'o Eq. 8-76, the primary dependence of r 
upon D and T,r is found to be   : 

0 6 
r*   D % -    Tn 

where L has been assumed to be proportional to D,     These D and TB dependences 
are the same as those shown in Ref. (30), thus indicating that the heterogeneous re- 
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actions have no effect on these dependences.     We might note that if the correspond- 
ing laminai expression for the heat transfer coefficient, h     const.  (A     D) P.e •   , is 
employed, then r is iound to be independent ■ f D (und is proporfJ,mal to the mass 
velocity p    v  !. 

Flame spread (32) was treated   theoretically as part   «i a theoretical formulation of 
the problem of -. stipulating ignition pressure transients in rocket motors.     The 
flame-spread portion of the analysis is basically equivalent to the analysis of Ref. 
(31)    (described previously), with the exception that the hypothesis of a laminar flat- 
plate boundary layer io employed, yielding H(x)     const.   A,, 7p^ \v//,,,   Pr1   'J[T.   - 
T(x, 0)]/Vx,  where Pr is the Prandtl number of the gas.     Both experiniental and 
(numerically obtained) theoretical results are reported,  in the form of pressure- 
time curves.     Flame perimeter propagation velocities are obtained by an inverse 
calculation procedure that is dependent upon the other aspects of the model, for the 
pressure transient in the motor. 

Reference (33) contains the most thorough theoretical formulation of the problem of 
flame spread in rocket motors that has yet been reported,     Two-dimensional, time- 
dependent heat flow in the solid, one-dimenslonai, unsteady conservation equations 
in the gas and a varietv   . empirical heat transfer formulas are included;   only the 
effect of heterogeneous reactions (30) is omitted.     The equations must, of course, 
be solved numerically and they are programed for solution as part of an ignition 
pressure transient calculation.     Propagation velocities are not included in the re- 
sults reported;   only pressure-time curves are given. 

Simplified approximations (34) that a*-e analytical, to a large extent, were proposed 
for calculating fJame spread times.    The approximations differ from those of the 
oi   °r studies and, in some cases, are much cruder than the simplified model pre- 
sented here.     The objective of the study is to account fo.  simultan ?ous upstream 
and downstream spread of the flame area in a motor of cylindrical bore ignited cen- 
trally. 

Reference (35) primarily contains e::perim      ,1 results on the flame perimeter pro- 
pagation velocity as a function of pressure a. u of oxygen concentration, for three 
double-base propelUnt; burning in a quiescent atmosphere.     The propagation velo- 
city -,vas observed *r »ncrease with increasing pressure and with increasing ox    en 
mole fraction. 

e) Intensification of Combustion and Pressure Spike at ignition 

The instantaneous total mass flow rate of combustion products n\, during the later 
stages of ignition, can be determined from measurements  ;f the pressure and its 
time derivative.     A mass flow rate parameter which has the dimensions of a pres- 
sure, is mi, (f */A ), a typical graph of which is plotted in Fig. 8-37.    Although, the 
evaluation of rhb is not very accurate, the time evolution of tilt, ((>*At) shows the 
existence of a maximum mj, in this particular example,  due to the combined effects 
of p and dp/dt.     There is, with respect to the steady regime, an increase in mlv 

This emphasizes that st   .dy-state burning rate laws cannot be used accurately in 
transient regimes.     In particular (39),  the pressure exponent is usually higher in 
uansient regimes.     The increased propellant flow rate can cause pressure spikes 
at ignition (37),   (38).     We shall review explanations that have been offered for in- 
creased propellant flow rates. 

Paul and Lovine (3-1) proposed that the burning rate depends noi only on the instant- 
aneous pressure p but also on the pressure-time derivT:'':v° >:     dp 'dt.     Energy con- 
siderations lead then to a transien' burning rate formula   : 

e 
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P(atm) 

TIME (m sec) 

Fiyj.  8-37    Gas production rate during the transient phase. 
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'..['♦fH(j)j 
SS J 

where rss is the steadv-state burning rate (ras = apn) and Ro= \/pc is the thermal 
is not neglig- 
= 200 psi and 

shows the 
importance of two characteristic times, the thermal time defined previously and a 
time 9 characteristic of the pressure evolution, 9 = dt/d In p;   one finds   : 

wiif'i tf igS 10 ine bieu.uv-sia.ie uurmng ruie \rüi. = up  ) unu A.O- \/;>C IS 

diffusivity of the propellant.    This increase in r with respect to rsS is 
ible since for n = 1/3, a2 = 3 x 10" 4in."   sec , rss - 0.3 in. s" , p = 
p    50,000 psi see , they found r//ss = 1.28.    This expression for r 

t 
=   1 + n 

th 

Perhaps one should also take erosion effects into account in the expression for r. 

We have already seen that the propagation time of an acoustic wave is smaller than 
the residence time.    One might therefore approximate acoustic effects by assuming 
that the stagnation pressm e at the nozzle throat at time t, is equal to the stagnation 
pressure in the central channel at time t - At.     A delay At is thus introduced.     It 
can be defined as the ratio of a reference length & to the sound velocity 'a' in the 
chamber.     The reference length can be taken to be the distance between the nozzle 
throat and the station at which the average pressure is defined.    The effective 
chamber pressure for nozzle flow becomes   : 

p(t-At)   - p(t)   - Atp(t)   -- pit)   -   (1/a)   p(t)    . 

The mass flow rate through the nozzle is then   : 

p(t)A, «A 
 _p(t)     , 

c* F(y)c*2 

where use has been made of the relationship between  a  and c*. 

A theoretical analysis based upon the mass and energy conservation equations leads 
to a relation between the pressure p or the tempt rature T in the central cnannel and 
time.     Under the preceding hypotheses, it can \ e shown lhat a pressure spike can 
appear i   such an analyst      This pressure spiice is very sensitive to the temperature 
T and becomes more ac-entuated when temperature T departs from the adiabatic 
flame temperature.     The spike disappears completely if an isothermal evolution of 
the gases is assumed during the transient ignition process. 

Another point of view consists of assuming that during the transient phase the initial 
propellant temperature varies because of the energy transfer just prir   'o ignition. 
More generally, it can be assumed that the burning rate depends upon tn   surface 
lemperature Tw and on the temperature gradient at the surface (dT dy)        The 
burning rate can ihen be written as   : 

H   T ß <-(£) 

hh 

The coefficient of proportionality ß expresses the sensitivity of the propellant to 
temperature anda0is tne thermal diffusivity.     The heat c  nductiun equation in the 
solid is o' 'he form   : 

.1 
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(1T (1XT9 

+ r 
dT2 

Using this equation and the mass conservation equation, it can be shown theoretically 
that pressure spikes can be obtained which depend chiefly on the parameter  9>i  = 
(tr)i/(tih)i ratio of the residence time to the thermal time, both times being evalua- 
ted at ignition conditions.     Pressure s^pikes are obtained when  S*A«  1, i.e., when 
the initial thermal time tthi - ^2/(r(Pi)"l is large compared with the residence time. 

The pressure spike is computed from the following equations   : 

1) Mass Conservation Equation   : 

M  = dM/dt   = mb   - mt     . 

2) Energy Conservation Equation in the Central Channel   : 

d Me(T) 
dt -   (l-|)m    h(Tb)   -   rir   h(T) 

where e is the specific internal energy of the gas in the central channel. 

3) Equation of State   : 

p   = p RT/m 

Surface Heat Transfer Equation   : 4) 

5 
at = a 

^T2 

dv~ 
+ r 

9T2 

5) Boundary Conditions for this last equation, particularly conditions at the 
propellant surface. 

6) Burning Rate r in Trans>"( uegime. 

This series of equations defines the time evolution of the pressure.    More thorough 
studies of the burning rate r in transient regimes are required if additional progress 
is to be made on t),;s problem, allowing then precise computation of the curve p(t). 

Scale Effects 

As a first approximation, one may assume  that the size of the motor is defined by 
the thrust F.     We have indicated (Section 1.5.,  'Analyses of the Various Processes') 
that the internal chamber volume varies as f n   « F '   , the throat area varies as 

l /° At x  F and the residence time varies as tr <* F /  .     The igniter flow rate varies 
according to mi,, a  F, if it is assumed that VJ*  is constant in the formula (Section 
1.5.,   'Ignition Devices') F = mbi vt*.     We shall also assume that igniter combust- 
ion time is proportional to the residence time, so that the propellant mass required 
for ignition is proportional to F /".     Again as a first approximation,  we can assume 
the main motor burning time to be proportional to F /   and the propellant flow rate 
to be proportional to F.     The main propellant mass is then proportional to FJ/2, 
which means that igniter propellant mass and main propellant mass vary approxi- 
mately proportionally. 

i 
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These relationships arc   '   .4 iy exceedingly rough and do not define effects of motor 
size on igniter '•' .xaeterk ics and on the time evolution of the pressure during ig- 
nition.    Additional information that is needed for an improved discussion includes 
the influence of motor size on the distribution of heat flux over the propellant sur- 
face, on flame spread rates and on burning-rate laws in transient regimes. 

2,   Extinction 

We have emphasized that the main disadvantage of solid propellant rocket motors, 
their lack of flexibility, can be remedied by developing methods for producing con- 
rolled extinctions.     In Chapter 4 we saw that uncontrolled pressure tail-offs can 

be particularly detrimental at stage separations which require thrust termination 
over times of the order of 10 to 20 msec.    Of the various techniques that have been 
proposed for achieving controlled motor extinction, we shall discuss only two, sud- 
den depressurizatir.il and inhibitor injection. 

2.1.    Extinction by Depressurization 

Extinction of a propellant grain subjected to sudden depressurization has been studied 
experimentally with small samples of a propellant and with full-scale motors. 

Extinction of Samples by Depressurization 

The apparatus used in laboratory depressurization experiments is shown in Fig. 8-38. 
A heated wire initiates combustion of the sample inside a bomb and combustion takes 
place in a controlled atmosphere at a prescribed pressure, ranging from one to some 
hundred atmospheres.     This pressurized bomb is connected to a vacuum tank of 
large capacity, through a line with a burst diaphragm.    At a specified time, a per- 
cussion device perforates the burst diaphragm thus lowering the pressure inside the 
bomb very rapidly.     This rapid depressurization occurs over a time interval   : 

1 
>0/Ad 

where T'Q is the internal volume of the bomb, Ad the burst diaphragm area and c* 
the characteristic velocity for the gases contained in the bomb.    In most experi- 
ments the value of tr is of the order of a millisecond;   it can be varied by changing 
the value of A^ .     For given pressures in the bomb and in the vacuum tank, the pro- 
pellant sample is extinguished by a critical value of the burst diaphragm area 
(Ai )i im,"   exti iction occurs if and only if A,j   ■ (Aj)i im.     Ciepluch (.4-45) correlated 
extinction dat.. on ( j)ijm in terms of ihe time interval Atso, which is defined as the 
difference bet vet.. the time at which the pressure reaches half its initial value and 
the time at which ., e diaphragm ruptures.     This time interval can be related to the 
previously introduced pressure evolution time   : 

0   --  j dt/d In p j 

according to the formula   : 

-   2   Atso 

Experiments showed that extinction occurred at a limiting value (At50)Um  (see Fig. 
8-39).     A typical propellant (composition 81% ammonium perchlorate, 19% poly- 
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butadiene-acrylic acid) lias a value of (Atsohim of about 3.5 msec. 

Some aspects of the extinction mechanism are evident.     It is known that a pres    re 
decrease produces at: increase n. 'he distance <L between the flame and the prope* 
ant surface, thereby reducing the temperature gradient (Tf - Tw )/c and decreasing 
the heat flux received by the surface.     Viewed differently, the decrease in the gas- 
phase reaction rates caused by the pressure decrease, introduces a thickening of 
the reaction zone and a tendency toward a more uniform temperature distribution 
with shallower temperature gradients.     The eventual result of the decreased rate of 
heat transfer to the sunace is a diminished pyrc'ysis rate and a reduced surface 
temperature.     For heterogeneous propellants, these effects can be enhanced by a 
temporary change in gas-phase mixture ratio, resulting from unequal sensitivities 
of the pyrolysis rates of the two constituents to variations in surface heat flux.   The 
gases temporarily become fuel rich and thereby suffer an appreciable reduction in 
flame temperature Tf, which in turn produces a further reduction in the heat flux to 
the surface. 

The measured value of (At^! im depends on the propellani but is insensitive to the 
value of the vacuum chamber pressure or the bomb pressure, except at the higher 
bomb pressures (> 0. 2 atm), where reignition of the sample is observed to occur 
(see Fig. 8-39).     Reignition is probably related to a residual heat bulge in the solid 
at its surface and may involve heterogeneous reactions. 

Motor Extinction by Depressurization (43-47) 

An experimental motor for studying extinction by depressurization is shown in Fig. 
8-10.    This conventional motor with a star-shaped grain normally operates with a 
nozzle throat area A(.    The nozzle can be jettisoned by explosive bolts in such a 
way that the throat area increases to Ate.    Nozzle removal requires about one 
millisecond.     Provided that Ato/Al is sufficiently large and that dA,  dt is also very 
large, depressurization is rapid enough to achieve extinction.     Figure 8-41 show" 
depressurizations in which (a) the rate of pressure decrease p(t) is not sufficiently 
large to cause extinction (so that the motor continues to burn with the new nozzle 
throat area Ate) and (b) extinction is achieved.    Useful extinctions are not always 
complete at atmospheric pressur° and above.     Cool flames often appear at the 
nozzle exit because cf combustion of volatile propellant components with air;   com- 
plete extinction is assured only in a vacuum.     Figm e 8-42 shows photographs of 
the jei in normal operation and of the typical red residual flame that occurs after 
extinction.     Figure 8-43 contains a representative pressure-time curve for tine de- 
pressurization phase.    It can be seen from Fig. 8-43 that in most experiments the 
depressurization curve is not smooth;   acoustic-type combustion instabilities can 
be triggered during depressurization. 

a) Extinction Conditions 

Let us first consider cases in which 0 = I dt/d In p I is close to the residence time 
tr.     It the ratio Au/At is sufficiently large, then complete extinction can be ob- 
tained if the ambient pressure p, is lower than the flammability limit p0 (p , <  p., ); 
otherwise reignition can occur, followed by unstable combustion (Fig. 8-44).     These 
low-frequency instabilities are easily recorded photographically (Fig. 8-45).    The 
simultaneous conditions   : 

o « tr   , 

At/\> (Al(/At)crit      , 

P, < P.. 



534 

Fig. 8-40    Experimental apparatus for studying the extinction of solid rocket 
propellants by rapid depressurization. 
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a)  uninterrupted combustion b)  extinction 

Fig. 8-41    Consecutive frames (40/sec) from films of rocket combustion during 
pudden depressurization 

1 
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a) Steady-state combustion 

b)   Combustion dur.n, depreciation 
««• B-42   Ex„ncti0„ 0, solid rocke( propellan( by rapid depressuH/_ation 
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CAMERA SPEED: 40 Fps 

Fig. 8-45    Combustion Instability after spontaneous reigmtk 
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assure complete extinction. 

If 9 - tr but Ate/At < (Ato/At)crit> tnen two regimes occur, a rapid motor depres- 
surization followed by a slow pressure decrease, as illustrated in Fig. 8-46.     Ex- 
tinction may still occur if 0 or At50 is sufficiently small but it occurs slowly.   The 
existence of two regimes can be explained by considering the pressure dependence 
of the propeilant mass burning rate and of the mass flow rate through a nozzle of 
throat area A*e. 

If 0 is large compared with the residence time tr (e.g., if the nozzle throat area 
increases), one can identify a critical extinction value for the ratio Au/At.     Under 
these conditions extinctions occur slowly with pressure curves that resemble   those 
of Fig.8-46, except in that the new initial rate of depressurization is slower.    If 
the critical extinction area ratio is not achieved with the new throat A, , then the 
motor approaches a new steady-state operating condition at a lower chamber pres- 
sure, corresponding to a balance between the burning rate and the nozzle mass flow 
rate through the larger throat.    At these new low operating pressures, low-fre- 
quency instabilities often appear. 

b) Determination of the Mass Flow 

One can compute the mass flow rate of burned gases from experimental pressure- 
time curves.     Use must be made of the mas^ and energy conservation equations 

m, -    M    +    ITL 

and 

MT=y   (r? Tc  - T]ml+ [T? y   T3 - T] M    , 

where   : 

M   -   p r>m /RT 

and   : 

m,   =   m,(c) 

Here p( is the steady-state chamber pressure, Tc is the steady-state combustion 
temperature, T?   is the combustion efficiency during depressurization,  7  is the 
chamber volume at extinction,   At is the initial nr :zle throat area through which the 
mass flow rate is mi (c) and Atu is the new throat area.     The energy conservation 
equation may be replaced by an isothermal approximation T = T(  or by a polytropic 
approximation p/nc     (1 /Tc ) Y/ y _1 in simplified, approximate calculation tech- 
niques.    If we adopt the polytropic approximation, then the mass balance becomes : 

_   M{c) 

(*-) 

(\-y)/y d(p/P ) 

dt + m     (t - 0) (a (y+D/2y 

where the flow rate mtL, (t = 0) denotes the mass flow rate through the nozzle of 
throat area Atc at t - 0 and M(c) is the steady-state mass of gas contained in the 
chamber.    Two important parameters that appear, are the initial characteristic 
length L*   =   f/AtJ, which is related to a residence time tr in steady operation tr = 
M(c)/rht U) and the characteristic length after the throat area iö increased L*    = 
7/Ate, which is related to the residence time trv = M(c;/mtc (t = 0).     Taking the 
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steady regime as a reference we can write the above equation in the form   : 

m t     ,     v (l-y)/y  d(p/P< }        t        ,     v(y+l)/2y 
-Vr -   I" ) ST-    +rL-   l-H (Eq.8-77) 

Having measured p(t), one can use Eq.8-77 to plot mb mb and M as functions of 
pressure for the depressurization process.    The result is shown in Fig. 8  47.     The 
stable operation point is at pressure pr where the steady nozzle flow rate n\ (c) eq- 
uals the steady burned pases flow rate (rab)ss.     W the throat area is suddenly in- 
creased from At to AUJ, the flow rate through the nozzle rises to mte at po*nt E. 
It night be expected that the flow rate of products generated durin.  depressuriza- 
tion follows the steady-state curve for (mb)sS.     This actually does not happen;   a 
sizable increase in the burned gases flow rate is observed during the entire pressure 
history (curve mb). For example, at pressure p, thej.ength of the line AB repres- 
ents mb, the length CB (negative) represents   I and AC = mtL , flow rate through the 
nozzle.    As can be seen from the diagram, the fl^w rate mb represented by the line 
AB is much larger than the segment Al) which represents the steady-state flow rate 
of combustion products at the same pressure.     This diagram also shows that for 
appropriate relative positions of curves mb and m^, there exist two special points, 
F and G.     When the instantaneous operating point reaches F, new stable operating 
conditions can be established and the motor will eventually approach the operating 
point G.     Point F exists only if the pressure at the flammability limit is below am- 
bient (the case illustrated in Fig. 8-47);   otherwise motor extinction occurs.     If 
point G corresponds to an operating pressure below a critical value p* which is a 
function of the characteristic length L* , then combustion instabilities occur at the 
final operating conditions.     Diagrams like Fig. 8-47 are very useful in discussing 
the operation conditions of a motor, in both steady and unsteady regimes.    The max- 
imum flow rate of the burned propellant during the transient process is usually 
smaller when extinction is achieved than when a new operation point, such as G, is 
reached (Fig. 8-48).     The burned propellant flow rate rhb is related to the burning 
rate by r = mb/ppAb where ß^ is the instantaneous burning surface area.     For 
appropriate values of Ate, the calculated burning rates can exceed their steady-state 
values r ss by more than an order of magnitude (Fig. 8-49). 

There are many possible causes for this high burning rate during depressurization. 
The most obvious one is the erosion effect for the grain configuration shown in Fig. 
8-40.    The erosion function (see Chapter 7) is of the form   : 

€   =   r/rft   =   1 + k(p u )ß   , 

where TQ is the regression rate under no-flow conditions, p,rU,, the mass flux in the 
central channel and 0is an exponent of the order of 0.8.     7'his formula neglects the 
threshold effect.    Neglecting the mass of gases in the convergent portion of the 
nozzle, we can write, as a first approximation, 

p u A   — pA   /c *      , 
z   K   P       *   te ' 

and we find that the burning rate becomes   : 

r   =  rn 
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r0 
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A logarithmic plot of (r - rfj)/rO versus pAtt> yields a reasonable correlation of 
experimental points;   A,, ib approximately constant in this series of experiments. 
The empirical slope is unity which corresponds to ß      1 (Fig. 3 50). 

In view of the amount of uncertainty in the values of various coefficients, the re- 
lation   : 

A        A 
r   =   up"   +   k"pn+1   j~-     ^ (Eq.8-78) 

can be taken as a first approximation, for the pressure dependence of the burning 
rate during a rapid chamber depressurization. 

Erosion effects certainly do not explain all of the experimental results since such a 
burning rate increase has been observed with end-burning grains, on which erosion 
effects are likely to be negligible.     In order to isolate the erosion effect, compara- 
tive tests should be made with end-burning grains (zero erosion effect) and with 
radially burning grains with either forward or aft ventin^ ports, for the same pro- 
pellant, 

c) Parameters controlling Motor Extinction 

We have indicated in Section 2.1.,  'Extinction of Samplet» by Depressurization', that 
At50 must be less than a critical value, for extinction of a given propellant to occur. 
The remaining problem is to relate At50 to motor operating conditions.    We have 
stated that the critical value of At50 appears to be insensitive to chamber pressure. 
Evidence for the approximate validity of this same conclusion in motor extinction 
experiments is shown in Fig. 8-51;   it appears that Atr,0 decreases slightly when 
the pressure increases. 

Assuming an isothermal chamber uepressurization, one can show that the parameter 
Atgn depends mainly upon the characteristic length Lc*   of the motor   : 

At ln 2     T * A too    =        L 
r2 .*     e 

If an adiabatic depressurization is assumed, then the alternative expression   : 

_JL_ (2r-i/2r   _ 1}   L» 
r?' ~* * 50 y- i    rV 

is obtained.     These two values of Atso are shown as functions of Lt*   in Fig. 8-52. 
The formulas neglect propellant gas generation during depressurization. 

A theory of extinction assuming an unsteady burning rate law of the form r = ap" 
and an isothermal evolution of the gases leads to the relation   : 
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With a burning-rate law of the form r -- ap   4 k p (Atl,/At) jAf/Ap 's assumed to be 
constant], the expression   : 

A*H, 

1    - 
1-n 

rV     A, 77 -k  p 
t e ^ a     * f 

I "» n - A. 

is obtained. 

As can be seen from Fig. 8-52, i,he experimental values of At50 are larger than the 
isothermal and adiabatic values computed, without taking combustion Into account. 
Moreover, the curve representing the variation of At50 as a function of L*      is not 
a straight line as the above theories predict.     The linear relationship can be used 
only as a first approxin   tion (43).     The last two formulas also predict that for a 
given propel hint, the c   tical ratio Atf,/At for extinction increases as L*    or the 
chamber volume °f increases.    However, the experimental results shown in Fig. 
8-53 exhibit the opposite trend.     These contradictions may be explicable on the 
grounds that extinction conditions depend on dA   /dt as well as on A , /A,;   the to t c*     t 
theoretical formulas are oversimplified. 

We indicated earlier in this section that extinction will be complete only if the am- 
bient pressure pn is below the flammabiiity limit and that if a new steady regime 
can occur, then the new operating conditions will be subject to low-frequency com- 
bustion instability whenever the new equilibrium operating pressure is below the 
critical pressure 9* (Fig. 8-47).    This critical pressure varies with the character- 
istic length L*    according to the approximate formula   : 

=  constant 

Extinction conditions are also affected by the configuration of the coi.."iustion zone 
(end or radial burning) and by the location of the venting ports (fore and aft of the 
grain).    The function A   (t) must be adapted to the required pressure decay his- 
tory. 

2. 2.   Extinction by Injection of Inhibiting Substances 

Studies of extinction by material injection have been directed toward discovering 
useful extinction materials and defining efficient injection conditions (48), (49).   We 
shall discuss only two approaches, rapid injection of a small amount of water and 
explosive injection of an inhibiting powder. 

Extinction by Water Injection 

Results of experiments on motor extinction by water injection, reported by Jaroudi 
and McDonald (18), were interpreted as implying the existence of a minimum injec- 
tion time of about 0.8 sec, below which extinction is not possible.    Similar conclus- 
ions were drawn by Taback (49) who quoted a somewhat shorter minimum injection 
duration of the order of 0.1 sec.     Values for extinction de la} \ 9 = At p/Ap, ob- 
tained in these studies, are two to four times larger than the corresponding times 
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( --3b msec) required for extinction by depressurization.     The required water mass 
was reported bv these authors to depend on the gas mass M contained in the chamber 
and on the burning surface area A,, at the time of extinction.     The formula quoted 
for the mass of ,valor was 

mw    -  2  M   +  a A,, 

where a is a constant. 

On physical grounds,  it seems that the required water mass and the extinction de- 
lay time <<x.r extinction by water injection, should depend on tne injection rate hi,,  or 
rhe injection lime t,. .     For very short injection times there may well exist a limit- 
ing minimum value of mv,  for extinction.     For very long injection times, the re- 
quired water mass for extinction should become proportional to tu and the extinction 
requirements might then best be expressed in terms of a critical value of m\. .     The 
injection times (48), (49) appear to be rather long and therefore might fall in the 
second of these two limiting regimes. 

Experiments conducted at ONERA have shown that complete extinction can be ach- 
ieved with injection durations of the order of one millisecond when the flow rates 
are sufficiently large.     The experimental apparatus is shown in Fig. 8-54.     The 
water is injected under a pressure of the order of 100 aim through slits which allow 
large flow rates for a short duration.     Injection is initiated by puncturing a metal 
disc.     Extinction has been achieved with a water mass of 200 g.     Although the flow 
rate is very large there is no overpressure at injection (Fig.8-55) . 

Comparison of the three sets of experiments shows that the water flow rate per un\{ 
burning area is of the order of 1. 7 g sec-1 cm"   in Jaroudi's work,  4 g sec"   cm"' 
in Taback's experiments and 525 g sec-1 cm"" in the ONERA study.    At very short 
injection times, the high pressure level required for the high water flow rate may 
lead to a heavy injection system.     In a practical design, a compromise between 
water mass and the injection system mass would have to be made and it seems likely 
that there would exist an optimum injection time, for which the total mass of the ex- 
tinction system assumes a minimum value.    In order to determine the optimum 
system, one would have to measure the water mass m*  required for extinction as a 
function of the injection time t   .    A coupling of this information with information on 
the weights of injection systems would provide the basis for a rational extinction- 
system design. 

The extinction mechanism is complex.    In many respects it resembles the motor ex- 
tinction mechanism for depressurization.     In order to obtain extinction   the rate of 
decrease of chamber pressure must be sufficiently high, i.e., 0   = I dt c In p ! must 
be smaller than a critical value. 

During the injection phase a portion of the burning surface is wetted by the water. 
Water vaporization then absorbs heat thereby lowering the surface temperature and 
the combustion temperature.    This causes the propellant pyrolysis rate and the 
local and average pressures in the chamber to decrease.     The consequent depress- 
urization can then lead to extinction of the entire grain by the mechanisms that were 
described in Section 2. 1.,  'Extinction of Samples bv Depressurization'.     Water in- 
jection thus produces a decrease of temperature gradient and cf surface tempera- 
ture by liquid-solid contact, a decrease of bulk temperature by heat-sink effects 
due to water vaporization and ultimately a sharp press ire decrease in the entire 
chamber. 

Extinction by Powder-Injection (Explosive Canister Technique) 

Ü*        Extinction can be achieved by quickly injecto- i  i combustion-inhibiting powder which 
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is sprayed on the burning surface by an explosion.     The best results were obtained 
with ammonium bicarbonate (COjKNH,,) which produced a delay of a few milli- 
seconds before extinction.    However, some difficulties in extinction-system design 
have been encountered with this technique. 

3.   Conclusions 

Although the steady -state operation of a motor can be predicted with relatively good 
accuracy, the transient ignition and extinction regimes are poorly understood.    In 
the present chapter, we have attempted to summarize the most important experi- 
mental results and the most recent theoretical developments on ignition and extinct- 
ion, in an effort to indicate fruitful directions for future research.     Such research, 
both in the laboratory and on the test stand, is of considerable practical importance 
for increasing the variety of applications of solid propellant rockets, by providing 
them with greater control and with restart capabilities. 

Among specific topics that require additional study is the exact role of flame prop- 
agation in the pressure increase at ignition. The flame propagation process must 
be studied in greater detail. 

Perhaps the most basic problem that arises in transient burning regimes, is the 
definition of the burning rate.    Since transient burning-rate laws are known to 
differ appreciably from steady-state burning-rate laws, it is necessary to improve 
our understanding of the factors that affect the transient burning rate, in order to 
be able to compute ignition and extinction pressure-time histories with sufficient 
accuracy for use in motor design calculations. 

From the fact that we devoted much more space to the discussion of ignition pheno- 
mena than to the discussion of extinction phenomena, it may be inferred that ex- 
tinction processes are understood much less thoroughly than ignition processes. 
Extinction therefore requires a gi eater amount of research effort at present and 
the number of studies on extinction are currently increasing.    These studies should 
aid in increasing the flexibility of solid propellant rockets. 
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Nomenclature 

A burning surface area;   propellant area;   chamber cross-se ■■"- 
ional area 

a sound speed 

e0 average acoustic energy per UIüJ volume in the chamber 

h outlet tube length 

L* characteristic length of chamber 

m propellant average mass burning rate (mass per unit area   er 
second) 

p pressure 

p mean chamber pressure 

Pbo pressure amplitude of the oscillation a  the burning surface 

P0 local (complex) amplitude of   lie pressure oscillati n 

Re {  } real part of 

S outlet tube cross-sectioi il ar^a 

t time 

v chamber volume 

vt) average velocity of the burned gase ; le    ing the pr   leib t 
surface 

Y acoustic admittance 

y dimensionless response function defined in Eq.9-<2 

ci growth constant for   i.e oscillations 

otA growth constant with propellant i;: only one eiM of the chamber 

a fi dissipation rate cor ;tant defined in Eq 0-3 

ox growth constant for each nechanism   \ 

ai growth constant caused b> the procef   ?s occui ring at the burning 
surface 

a>\ grc   h constant with propellant in both ends * f the chamber 

y ratio of specific heats fr-r the gas in the chamber 

v frequency (cps) 

p mean density of gi s in the chamber 
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a» oscillation frequency (radians/sec) 

Script Letter 

/ cylindrical chamber length 

J{ 
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Experimental Aspects of Combustion 
Instability 

1. History;   Suppressors Techniques 

Early in the Second World War irregular thrust-time curves were occasionally ob- 
served for S' lid propellant rockets,    Tn extreme instances the chamber pressure 
would exceed the structural strength of the motor casing, causing the rocket to ex- 
plode.    Thes* occurrences prompted closer investigations of the phenomenon, first 
in the United Kingdom (1), th^r? in the United States (2).    It was inferred that the 
irregular chamber pressure traces characteristic of the phenomenon (see Fig. 9-1) 
were often associated with oscillations in the flows (1).    They could not be explained 
in terms of variations in burning area or ordinary erosive burning.    The phenomen- 
on, known as irregular burning, was therefore assumed to originate either in the 
combustion process itself or in the interaction of the combustion process, with 
acoustical wave motions in the chamber.    This general view has now been substan- 
tiated even though the detailed mechanisms involved are not understood entirely. 

Methods for suppressing irregular burning in particular motors were developed em- 
pirically before any understanding of the phenomenon was obtained (3), (4),  (5). For 
example, the earliest instances of i^vegular burning occurred with internally burn- 
ing tubular grains and it was found that inserting an axial metal rod of circular or 
flat cross section in the chamber, drilling radial perforations in the grain, or em- 
ploying grains with noncircular axial perforations, all tended to eliminate the irre- 
gularities (3).    Later, studies showed that with some propellants annular ports ex- 
hibited a greater tendency toward ii regular burning than tubes did (6), while with 
others the tube was least regular (7): in some cases even internally burning stars 
behaved irregularly (6), thus the effect of motor geometry was found to be rather 
complex.    For certain higher energy propellants, it was found that helical patterns 
of axial rods (5) and in some cases even more elaborate suppression devices (8), 
(9), were needed in order to eliminate irregular burning completely in tubular 
grains.    Often, but not always, propellants with higher energy content or propell- 
ants v.iih Siigher r'dta of energy release (10) exhibit greater tendencies toward irre- 
gular burning;   hence irregularities can sometimes be suppressed by reducing the 
energy content of the propellant (9).    A newer suppression technique that is gener- 
ally more desirable, is to introduce additives such as carbon, aluminum, other 
metals or metal oxides into the propellant formulation (11).    Appropriate m eta lie 
constituents usually tend to both increase the energy content and suppress irregular 
burning.    Reviews or early experience with irregular burning and its suppression 
may be found (5), (9), (11),  (12);    a later review of suppression techniques is given 
in Ref. (13). 

2. Ciassi "cation of Instabilities 

The general phenomenon of irregular burning, also termed 'secondary peaks', 're- 
sonance burning' or 'combustion instability', may be divided into two main categor- 
ies, acoustic instability and nonacoustic instability. 
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The early observations that irregular burning and blowup were often accompanied 
by pressure oscillations of acoustic frequencies, led investigators to assume that 
the phenomenon involved amplification of acoustic waves in the chamber by the 
combustion processes occurring therein.     Further support for this view was pro- 
vided by early experimental demonstrations,4that* wave patterns of the oscillations 
accompanying irregular burning usually exhibit characteristics expected for travel- 
ing or standing ('sloshing') tangential acoustic modes, standing longitudinal,   'or- 
gan-pipe' modes or occasionally radial modes in the chamber (8). 

In Ref. (8), the first four or five harmonic modes were identified for longitudinal 
modes in long tubular motors and for traveling tangential modes in motors with 
annular ports.    Furthermore, the effectiveness of most of the suppression devices 
discussed above, can be explained on the basis of an aoustic mechanism of in- 
stability;    for example, rods and small radial perforations attenuate sound vibra- 
tions (thereby tending to offset any amplification effect of the combustion process), 
as do small solid or liquid metal oxide particles that condense in the combustion 
gases of propellants containing metals or metal oxides.    Irregular burning prod- 
uced by mechanisms involving sound vibrations in an essential way, is termed 
acoustic instability. 

It has been demonstrated somewhat more recently, that unstable combustion and 
consequent irregular burning can occur without interaction between the combustion 
processes and sound waves in the chamber.    For example, metalized propellants 
burning under isobaric conditions have recently been observed to burn irregularly, 
exhibiting burning rate oscillations of identifiable low frequencies that are presum- 
ably attributable to periodic shedding of agglomerated metal, from the surface of 
the propellant (14), (15).     'Chuffing1 combustion oscillations at frequencies below 
any acoustic frequencies of the chamber, have long been known to occur in certain 
solid propellant formulations, at low pressures and inside small motors (7), (16), 
(17), (18).    A variety of theoretical explanations of chuffing-like phenomena have 
been proposed (19), (20) and theories have also predicted the occurrence of non- 
acoustic instabilities at higher frequencies (21), (22).    Any occurrence of irregular 
burning that does not involve interaction between the combustion process and a 
sound field in an essential way, can be termed nonacoustic instability. 

We might mention that Green (9) has proposed a different terminology.    He suggests 
that 'sonance' denotes the growth of high-amplitude waves from infinitesimal dis- 
turbances and 'resonance' denotes conditions under which a coupling between gas- 
phase oscillations and solid -phase decomposition occurs.    Resonance would there- 
fore be an acoustic instability while sonance could apparently be either acoustic or 
nonacoustic.    Nonacoustic instabilities that do not involve oscillations, which are 
possible at least theoretically (22), do not appear to fit into either of Green's cate- 
gories. 

An additional breakdown of combustion instability into linear and nonlinear instabili- 
ties is useful.    Linear instabilities are those which can be described in terms of 
small-amplitude perturbations about steady, normal burning.    Nonlinear instabili- 
ties are those involving finite-amplitude perturbations.    Both acoustic and non- 
acoustic instabilities, in principle, can be divided into linear and nonlinear sub- 
categories.    Although small-amplitude, apparently linear oscillations have been 
observed in rocket motors, the occasionally destructive secondary pressure peaks 
characteristic of irregular burning are certainly finite-amplitude, nonlinear pheno- 
mena.    Nevertheless, criteria for the occurrence of finite-amplitude disturbances 
in motors may often be the same as criteria for the occurrence of linear instabili- 
ties, i.e., the secondary peaks may result from amplification of small-amplitude 
disturbances.     This is a premise of the first interpretations of acoustic instability. 
That this is not always so, has been borne out by recent experimental demonstrat- 
ions of motors that are liruarly stable but nonlinearly unstable (23 to 25).    These 
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experiments imply that nonlinear instability is an important separate subcategory 
of acoustic instability.     Nonacoustic mechanisms involving both linear (22) and 
nonlinear (16),  (19) phenomena can also be envisaged and have been documented. 

Alter the earliest era of experimental research on combustion instability, during 
which primary emphasis was placed on studying the severity of the nonlinear osci- 
llations and their effect on the burning rate, in an effort to define the practical sig- 
nificance of the phenomenon (1 - 3), an era of intensive experimental research on 
linear acoustic instability developed because as we have said, most of the early 
theoretical attempts to explain irregular burning were based on linear acoustic 
mechanisms.    As a consequence of this intensive research, the experimental tech- 
niques for studying linear, acoustic instability are most highly developed.     Indeed, 
linear, acoustic mechanisms are capable of predicting a wide variety of conditions 
under which combustion instability will occur and the predicted trends agree with 
many experiments.     However, not all experiments agree with the trends implied by 
linear, acoustic mechanisms (for example, the linearly stable, nonlinearly unstable 
motors mentioned above).    It is therefore important to develop experimental meth- 
ods for studying all types of combustion instability.     Experimental techniques for 
studying nonlinear acoustic instabilities are not very well developed, partially be- 
cause the importance of such mechanisms was reconfirmed only recently. 

Another reason for the more primitive state of development of experimental methods 
for studying nonlinear, acoustic instabilities is that it is more difficult to design 
crucial, fundamental, experimental tests for them.    One of the sources of difficulty 
is that a variety of different nonlinear, acoustic mechanisms can be evisaged and 
tests that are critical for one of these mechanisms may not be critical for another. 
Often, nonlinear mechanisms are too complex for critical experimental tests to be 
defined.    Similar problems in designing relevant expeiiments also arise for non- 
acoustical instabilities, both linear and nonlinear;   here too, « wide variety of 
mechanisms can occur, some (e.g., L* instability (20) see Section 6= 4. 4) being 
relatively simple to define and others much more complex.    An indication that the 
existence of these problems has been recognized is provided by the observation that 
in developing new motors, engineers sometimes undertake to demonstrate that when 
perturbed by shock pulses produced by explosive charges, the motor is stable (ex- 
hibiting both the absence of induced irregular burning and a sufficiently rapid re- 
covery of normal burning). 

In the following section, we shall discuss experimental methods that have been em- 
ployed in the analysis of combustion instabilities.    Fundamental, experimental re- 
sults that have been obtained for linear, acoustic instability will be reviewed in 
Section 4.    Experiments on acoustic instabilities in mcket motors will be consid- 
ered in Section 5.    The final section of this chapter is concerned with the relatively 
small amount of experimental information available on nonacoustic and nonlinear in- 
stabilities. 

3.   Experimental Methods for Analyzing Combustion Instabilities 

In this section we shall concern ourselves with precisely -hat measurements are 
made and with the instrumentation employed.    Chamber geometries and other as- 
pects of overall exper;mental arrangements will be discussed later.    Much of the 
material in the present section is drawn from the useful review given in Ref. (26). 

3.1.   Instantaneous Pressure Measurements 

Instantaneous measurements of pressure, at various iocations in the combustion 
chamber, has proved to be the most useful experimental technique in studying com- 
bustion instability.     Defending on the type of instability, frequencies of the cscil- 

jj lations can range from 1 to KPcps.    Therefore time-response requirements for 
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CHAMBER 
PRESSURE 
PSIG 

Fig. 9-1    Typical examples of irregular reaction of internal-burning cylindrical 
charges (5). 

Fig. 9-2a    Photograph of an ONERA pressure transducer. 

FREQUENCY  3,600cps 
AMPLITUDE   3 4atm 
TANGENTAL  MODE 

Fig. 9-2b    Pressure recording from such a transducer. 
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pressure-measurement instrumentation vary considerably.     Conventional pressure 
transducers are acceptable in the low »frequency portion of the frequency regime. 
Special pressure transducers are available that can be made to yield acceptable re- 
sults, up to frequencies of about 2 x lO'cps.     Accurate pressure measurement at 
the higher frequencies is quite difficult,  although newly available equipment makes 
it possible, through some effort, to attain acceptable response over the entire freq- 
uency range of interest. 

Sensing elements of pressure pickups can be made to operate on a variety of differ- 
ent principles.     However, three main principles appear to be employed in present 
instruments suitable for measurements of combustion ins.ability.     These are (a) 
sensing the change in electrical capacitance of a chamber (capacitance type or dia- 
phragm-type gauges),   (b) sensing the change in electrical resistance of a wire due to 
strain (conventional-type strain gauges) and (c) sensing the change in electrical 
polarization of a material due to stress (piezoelectric-type gauges) (27).     Some ev- 
aluations have concluded that strain gauges are most promising (28),   (29) while 
others imply that capacitance-type gauges are best for high-frequency response un- 
c!<    combustion conditions (30).     In this regard,  it seems noteworthy that the Kist- 
ler transducers, currently adopted by many investigators   as representing the most 
promising instruments for combustion instability work, operate on the piezoelectric 
principle.     It is interesting to note that Ref. (29) states "... t iezoelectrie pickups 
are not suitaole for high temperature operation , . . ".     We may conclude that trans- 
ducer performance is ultimately governed by design factors other than the principle 
of the sensing element. 

There are too many manufacturers of pressure transducers for us to present a com 
plete list here.     We shall merely mention the names of three manufacturers whose 
transd' cers have been employed in combustion instability wor1*:   Norwood,  Photocon 
and Kistler.     Some laboratories have developed their own pressure transducer des- 
igns for use in combustion instability work.     A cutaway view of one such trans- 
ducer, developed at ONERA, is shown in Fig. 9-2a.     This is a flush-mounted, 
water-cooled, capacitance-type gauge;   the diaphragm is located at the bottom of 
the photograph, cooling water Hows through the sleeve and the capacitance-sensing 
equipment is located in the central core.     This transducer is capable of responding 
acceptably at frequencies up to about 3 x 10Jcps.     A pressure recording of com- 
bustion instability, obtained with such a transducer, is shown in Fig.9-2b.     Condit- 
ions of this recording correspond to a tangential mode in a star recess of a star- 
shaped, cylindrical grain;   the frequency is 3600 epe, the amplitude is 2.4 atm and 
harmonics are evident. 

numerous problems besides transducer selection arise, in obtaining quantitative 
pressure measurements in combustion instability work (31).     We shall discuss a 
few of them here. 

The high-temperature gases, to which the sensor is exposed, pose a problem,  since 
they are capable of burning out the sensing element in a fraction of a second.     Re- 
cessing the transducer fron) the surface alleviates the problem somewhat but tins 
can also degrade the frequency response seriously.     The most satisfactory solution 
to the problem produced by the temperature environment appears to be to water- 
cool the sensor and flush-mount the gauge.     The sensitivity of most pre-sure sen- 
sors appears to be influenced very little by water cooling.     However,  it is import- 
ant that gauge calibration and testing be carried out at the same water flow rates 
because the coolant flow rase affects the calibration. 

For high-frequency oscillations,  rare must be taken to insure that tin: size of the 
detection element is small compared with tin  wavelength of (he chamber mode. 
This is necessary because the transducer output responds to the average pressure 
over the detection element.     F.ffeetively, this requirement eliminates certain 
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transducers from consideration for use at the higher frequencies. 

Problems are sometimes posed by the requirements that the transducer output be 
compatible with reasonably long transmission lines to the recorder and be of suffi- 
cient magnitude to drive a high speed recorder.    Indeed, recording techniques 
constitute a major consideration in designing instrumentation.     High-frequency in- 
stability measurements generally require a wide band width and necessitate in- 
strumentation, Mot ordinarily found on rocket test stands.    Oscillographs, oscillo- 
scopes with cameras and magnetic tape recording systems can be used (26).    The 
quality of tape recording techniques has recently been improving at a relatively 
rapid rate. 

It is desirable for meaningful data analysis that the transducer exhibit a linear re- 
sponse and not manifest any tendency toward "ringing" at its own characteristic 
frequencies.     Proper transducer mounting techniques usually insure acceptable 
response at the lower frequencies.    Transducer design inevitably involves a trade- 
off between response time and overshoot;   many of the transducers capable of re- 
sponding to high frequencies exhibit one or more preferred ringing frequencies in 
the vicinity of 105cps.     Most investigators appear to believe that it is best to elim- 
inate undesirable ringing and to assure linear response through the mechanics of 
transducer design (27).     However, electronic compensation techniques can some- 
times be used to correct the outputs of transducers with undesirable characteristics 
(26),  (32).     The use of electronic compensation involves, firstly, determining what 
undesirable characteristics the transducer output has and then designing an electro- 
nic system that operates on the transducer output, producing a new output in which 
the undesirable characteristics are removed.     A variety of compensation techniques 
exist      One simple concept is to break the signal by a set of band pass filters and 
to apply a different amplifier gain to each band.    A method for removing a linear 
oscillation at a characteristic ringing frequency is provided by the more sophistica- 
ted "Dynamic Analog Differential Equation Equalizer" (32).     Here the response of 
the detection element is approximated by a linear differential equation with para- 
meters adjusted to match the characteristics of the element and the compensator 
effectively uses the adjusted parameters and the transducer output to calculate the 
input to the detector.    Somewhat sophisticated approaches to electronically com- 
pensating for nonlinearities in the pickup also exist (29).     When attempted, elec- 
tronic compensation should be based on characteristics exhibited by th   transducer, 
in the particular mounting arrangement that is to be used in the experiment.     It 
should also be performed as early as possible in the signal processing sequence. 

A variety of practical problems arise in attempting to obtain high-frequency pres- 
sure measurements in motors designed for operational rather than research use 
(26). 

It should be emphasized here that in order to characterize properly the acoustic 
properties of pressure vibrations in a rocket chamber, it is necessary to make 
pressure measurements at more than one point in the chamber.     For erample, 
standing waves cannot be distinguished from traveling waves by means of a single 
pressure measurement.     Stanoinr. and traveling first tangential modes in a cylin- 
drical chamber can be distinguished by measuring the relative phases of the pres- 
sure oscillations, seen by two seniors located 90° apart;     in this case, if the 
phases cuff er by 0° or 180°, the oscillation is a starring mode while if the phases 
differ by 90° or 270°. the oscillation is a traveling mode (furthermore, the results 
will show either the direction in which the wave is traveling or from a relative amp- 
litude measurement, the location of the nodal line).     There may also be reasons 
for making measurements in both upstream and downstream parts of * cylindrical 
motor, in order to uncover the axial dependence of the wave shape, for example 
In motors of complex internal geometry, it may be desirable to make pressure 
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measure merits in various compartments that are    .ported to have different acoustic 
and/or mean f];w properties. 

3.2     Vibrations of th*-    ~se 

Pressure osciil;   ions of the gases inside the combustion chamber necessarily pro- 
duce vibrations of the solid propellant grain and the motor case.    The ;' 'uence of 
grain and CD"^ vibrations on the acoustic field in the gas is an important phenomen- 
on thai we shall discuss later.     Here we merely wish to point out that the existence 
of these sympathetic vibrations provides an additional source potentially available 
for measurements of oscillatory combustion.     Case or gram vibrations can be mon- 
itored by accelerometers, microphones or thrust gauges. 

Instruments sensing case or grain motions and also motions of other key compon- 
ents of the rocKet vehicle, are of practical utility, e.g., in failure analysis, since 
locations of local regions of high stress or fatigue can be inferred from the results. 
In principle, grain or case vibration measurements can also produce quantitative 
data concerning oscillation frequency, pressure amplitude, wave form and phase 
within the chamber.    However, it is usually so difficult to relate local, instantan- 
eous gas pressure or burning rates to local case movements, that such measure- 
ments yield quantitative data only for the frequency.      Therefore, little quantitative 
information concerning the nature of the combustion instability itself ca^ currently 
be provided by vibration measurements.    There is one exception to this general 
conclusion:  Imbedding vibration   sensing instruments in the grain or ou a surface 
of the grain can provide information concerning viscoelastic damping within the 
grain, provided that the grain geometrv is not too complex.    However, this some- 
times poses formidable problems in instrument mounting.    In practice, devices 
such as accelerometers are often attaches externally to motor cases during devel- 
opment tests, merely as an inexpensive means of ascertaining whether or not com- 
bustion oscillations exist in the motor. 

A wide choice of vibration-sensing equipment is available commercially.    Instead 
of citing specific examples, we merely interject here the caution that in order to 
measure the oscillation frequency (or sometimes even to detect oscillations), one 
must select equipment which responds at sufficiently high frequencies and possesses 
no natural vibrational frequencies of its own, below roughly 105 cps. 

3.3.   Methods of Data Analysis 
Data obtained by the measurement techniques that we have discussed represent pres- 
sures (Section 3.1) or in some cases, displacements or related quantities (Section 
3. 2) as functions of time.    It is desirable for purposes of interpretation to extract 
from this data mean pressures (averaged over times long compared with oscillation 
periods but short compared with times required for internal geometry of the gas 
cavity to change appreciably), frequencies of the principal oscillation, wave shapes 
of the principal oscillations, amplitudes of oscillation for the major frequencies and 
relative phases of the major oscillations (particularly as seen by transducers moun- 
ted at different locations in the motor).     Most of the information obtained so far has 
been in the form of curves of mean pressure vs. time, frequencies vs. time and 
pressure amplitude vs. time for various frequencies.    This information ha,> been 
obtained through data analysis methods that fall into two principal categories, real- 
time analysis and post-test analysis.     The first category utilizes oscillograph and 
oscilloscope recording techniques while the second category utilizes tape recording. 

Real-time analyses of mean pressure and of oscillatory pressure amplitude can be 
obtained quite easily, by passing the signal through a high-pass filter and recording 
on an oscilloscope the filter output and also the difference between the original sig- 
nal and the filter output (26).     An oscilloscope trace of this type is illustrated in 

j.« Fig. 9-3.     This type of separation is useful for weak oscillations because the 
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oscillatory amplitude can then be recorded with high amplification.     A slightly 
more sophisticated technique is to rectify the a.c. filter output and record it with 
a relatively slow galvanometer, so that a single curve of the oscillatory ampli- 
tude is obtained (26).     Further refinement can be made by employing a number of 
a. c. filters, each centered aoout the expected frequency of one of the important 
acoustic modes of the cavity, in order to obtain amplitude-time curves for each 
mode (26).     Frequency-time measurements for various modes can be obtained by 
adding the signal to electrical oscillations of fixed frequencies near the expected 
acoustic modal frequencies and then measuring the resulting beat frequencies as 
functions of time (26).    A variety of other real-time techniques can be proposed. 

Most of the advanced methods for real-time data analysis that have been employed 
were developed in connection with laboratory research programs rather than motor 
test programs.    One of the more sophisticated procedures is described in Ref. (33), 
which is concerned with measurement of the response of a burning solid propellant 
material to oscillations generated by a mechanical acoustic driver in a laboratory 
burner cavity.    A rather elaborate servo system was employed to adjust the driver 
frequency to match the instantaneous, fundamental longitudinal frequency of the 
cavity and outputs from the servo system itself gave frequency, amplitude and band 
width of the cavity resonance (33).    A representative oscillograph output is shown 
in Fig. 9-4;   in this run the propellant did not excite cavil   oscillations and the driv- 
er was shorted out for .0573 sec at 1 sec internals marked by short vertical lines 
on the record, in order to observe the decay rate of the driver-produced oscilla- 
tions. 

Post-test data analyses can be performed by the same types of techniques that are 
employed in real-time analyses (26).    Tape recorded data also lends itself to a 
variety of operations that are not feasible on a real-time basis.     For example, 
portions of tapes can be played back at low speed into an oscillograph, in order to 
obtain amplitudes and frequencies directly at critical points in the burning history 
(26).     Tapes can be made in the form of a closed loop in order to facilitate analog- 
type frequency-amplitude analyses.     Tape output can also be digitized and transf - 
erred to digital tape in order to facilitate more detailed analysis by means of pro- 
grams on electronics digital computers. 

A block diagram of two methods for analyzing tape recorded data to obtain ampii- 
tude-frequency-time information is shown in Fig. 9-5, where the particular record- 
ing system employed is also indicated (34).    Results obtained from the two analy- 
tical techniques are shown in Figs. 9-6 and 9-7, respectively.     The first method 
divide? the frequency range from 40 cps to 30, 000 cps into 30 1/3-octave bands and 
then makes an amplitude-time analysis for each band.    Results are then pr«   ented 
in the form of isoampiitude contours on frequency-time coordinates (Fig. 9-6).   Ob- 
jections to the method are that the frequency resolution is well below that of the 
original tape and the filtering process attenuates higher frequencies (34).     The 
second method employs a magnetostrietive rod analyzer to identify frequencies of 
maximum amplitude, thereby providing finer frequency resolution of acoustic mod- 
es, at the expense of loss of some amplitude information (34).     Modes identified 
in this manner may be seen in Fig. 9-7.     Similar results, obtained by means of a 
related post-test technique of data analysis, are discussed,   in   Ref. (35).     Data 
analysis facilities of thi   type are standard equipment in most research laboratories 
cor.CLrned with combustion instability problems. 

3.4.   Optical Methods for Combustion Instability Analysis 

Optical techniques have been found to be of some use in experimental studies of 
combustion instability, especially for nonlinear acoustic instabilities and for non- 
acoustic instability,  but with only limited success. 
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Fig. 9-4   Oscillograph recording of amplitude, bandwidth, and 
frequency.    DQO propellant experiment (33). 
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In the studies of linear acoustic instability, attempts were made to measure the 
burning rate as a function of time, by high-speed cinematography of the burning 
surface of the propellant.     An attempt to obtain the transient response of the burn- 
ing rate to a shock wave was unsuccessful due io insufficient resolution (36).   Mean 
burning rates were measured successfully to three significant figures, during osc- 
illatory combustion in a tubular burner with transparent pyrex walls (37).    The 
effect of a siren on mean burning rates of aluminized propellants has also been 
measured (38), (39).    Through hip;} -speed microcinematography, the structure of 
the reaction zone during oscillatory burning has been resolved (39).     However, 
resolution sufficient for observing transient responses has not been achieved. 

High-s,:eed cinematography has ?lso been employed to observe light emitted by gas- 
phase chemical rr,«c*ionst inside a motor with a transparent fore-end and a tubular 
grain experiencing nonlinear, transverse, vortex-type modes of instability (40). 
Inferences concerning convective flow patterns were possible from these results. 

Principally two optical approaches to the study of nonacoustic, oscillatory instabili- 
ties have been reported in the literature, high-speed cinematography that resolves 
the structure of tue reaction zone and phototube intensity-time measurements of the 
total radiation emitted in the visible spectrum by the combustion process.     An add- 
itional optical approach that has been employe ' *s streak photography (44).    Most 
of the information obtained from streak photographs could also be inferred by per- 
forming cinematographic measurements at sufficiently high speeds.    The cinemat- 
ographic method lias already b^en mentioned in connection with studies of linear, 
acoustic instabilities;   suggestions of the occurrence of low-frequency oscillations 
in aluminized propellants have been obtained by this method.     The phototube method, 
which is intrinsically capable of attaining finer time resolution, has also demon- 
strated more conclusively the existence of low-frequency, nonacoustic oscillations 
(41),  (42),  (43),  (74).    The phototube method is amenable to radiaticn intensity- 
frequency-time analysis by methods analogous to those discussed in the preceding 
section.    Representative intensity-frequency curves are shown in Fig. 9-8 (41). 
Measurements of relative phases of radiation intensity and pressure oscillations 
have also been obtained (42),  (43).     It is difficult to ascertain the fundamental sig- 
nificance of these measurements because the intensity fluctuations are related to 
the combustion mechanism in a complex manner. 

3.5.   Other Techniques 

Ionization probe measurements in t'    propellant gases (44) and gas sampling meas- 
urements (26) have also been made in experiments on combustion instability.     Tho 
latter is of some use in suggesting instability mechanisms for nonacoustic instabili- 
ties.     Ripples remaining after sudden extinction, on the surface of a propellant that 
was experiencing oscillatory combustion, provide some indication of the instability 
mechanism (44).     A few additional techniques are described in Refs. (2G) and (44). 

4.   Experimental Studies of Linear Acoustic Instabilities (Fundamental Viewpoint) 

4. 1.   Basis for Fundamental Laboratory Studies 

Linear acoustic combustion instability is known to involve an interplay between 
acoustic gains and losses;   if the total rate of energy generation in a particular 
acoustic mode exceed the total rate at which energy is lost from that mode, then 
amplification of the mode will occur. Quantitative laboratory measurements of the 
magnitude of each contribution to the rate of acoustic energy amplification or atten- 
uation therefore permit one to calculate whether linear acoustic instability will 
occur in a given chamber.     Such measurements can be made in fundamental labora- 
tory experiments that do nof require motor tilings.     We now consider these experi- 
ments. 

M 
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Numerous amplification and attenuation mechanism^ occur in rocket motors and 
each of these mechanisms is amenable to laboratory study.    Gene/aily speaking, 
the list of attenuation mevaanisms is longer than the list of possible amplification 
mechanisms;   thus, viscoelasticity of the grain, viscosity, thermal conduction, 
diffusion and molecular and chemical relaxation processes in the gas phase, veloc 
ity and temperature responses of inert solid or liquid particles in the gas, convec- 
tion and radiation of acoustic energy through the nozzle and radiation of acoustic 
energy through the motor case, all tend to attenuate sound vibrations.    Fluid dyna- 
mical conversion of mean flow energy to acoustical energy, gas-phase chemical 
heat release processes and the burning zone at the surface of the solid propellant, 
comprise mechanisms that may amplify acoustic waves.     Detailed experiments on 
each of these gain and loss mechanisms would require a highly ambitious laboratory 
program.    Consequently, experiments have been performed only on mechanisms 
which (a) appear from a priori estimates to be among the more important processes 
in motor instabilities, (b) are not amenable to definitive theoretical calculation and 
(c) can be investigated in the laboratory in a meaningful way without undue difficult- 
ies. 

A loss mechanism which meets these criteria [especially (a) and (c)] and has rec- 
eived experimental attention (45), (46), is the damping produced by small solid par- 
ticles suspended in the gas.    The experimental results support theoretical predict- 
ions fairly well (46),  (58),  (73). 

The only gain mechanism that meets the criteria [especially (a) and (b)J is the res- 
ponse of the burning propellant surface to acoustic oscillations in the gas.    The rest 
of Section 4 is concerned with experiments designed for studying this response.    The 
burning zone is gener ally thin enough, compared with the wave lengths of the acoustic 
modes of interest, for the response to be expressed in terms of an acoustic admitt- 
ance of the surface.    The aco',c:tic admittance is defined in Chapter 10.    The ob- 
jective of the more sophisticated fundamental laboratory experiments has been to 
measure the acoustic admittance. 

4.2.   Qualitative Experiments Employing Acoustic Generators 

Principles and properties of acoustic generators are discussed in Ref. (47). 
Propellants burning in the open or in chambers whose dimensions are chosen without 
regard for acoustic phenomena, have been subjected to acoustic oscillations produced 
by sirens or other types of acoustic generatorL      Summerfield was one of the ear- 
liest investigators tc discuss such studies.    In the more refined versions of these 
experiments, outputs of pressure transducers located near the burning surface were 
used to characterize the acoustic field seen by the burning surface.    The primary 
objectives of these studies have been to ascertain the effect of the acoustic field on 
the mean burning rate (a nonlinear phenomenon) (38), to observe visually the effect 
on the combustion process (also probably nonlinear) (39) and to measure the phase 
relationships between radiant energy output and pressure oscillations (43),   Most 
of these studies were made on metalized propellants and details of metal burning 
mechanisms were investigated (39).    A number of qualitative results have been ob- 
tained but quantitative measurements of response parameters, such as admittances, 
cannot be obtained from such studies. 

4. 3.   Shock Tube Techniques 

In principle, from observations of the response of a burning propellant surface to a 
weak shock wave, the acoustic admittance can be determined for all frequencies. 
Propellants have been ignited in shock tubes and then subjected to shock waves in 
efforts to obtain information about their response (26),  (36).     Unfortunately, the 
accuracy of measurement required to obtain useful information is so great that very 
few important results have been obtained by this technique. 
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4.4. Experiments with Small End-Burning Motors 

Longitudinal oscillation modes in end-barning motors present the propellant surface 
with spatially  uniform conditions across the entire surface.     This uniformity faci- 
litates interpretation of any experimental results.     End-burning motors therefore 
afford useful instability research tools, ior those propellants with which they can 
support oscillations.     Little, if any, recent laboratory research with end-burning 
motors has been reported.    One reason for this may be that uie motors discussed 
below produce a more uniform acoustic environment that can be characterized more 
easily.     Another is that few propellants can support oscillations in end-burning 
motors. 

4.5. Experiments with Double Motors 

The rest of the experiments that we shall discuss in Section 4 deal with center-ven- 
ted chambers, i.e., double-ended, cylindrical-type chambers with one or more ex- 
haust ports located in the wall at ur near the midpoint between the two ends.     We 
shall call these devices motors, if the velocity reaches sonic conditions in the ex- 
haust ports (choked flow) and'burners if it does not. 

We first consider the double motor designed by Price (48),  (49),  (50),  (51);   here 
two such center-vented chambers, each containing tubular grains, are arranged so 
that they discharge through a common nozzle (see Fig. 9-9), to insure that each 
chamber will operate at the same mean pressure band.     The chambers are acousti • 
cally isolated from each other and can be ignited and extinguished simultaneously. 
By employing inert plastic for parts of the grain in one of the chambers, a propell- 
ant in thYs "control" chamber can be made to burn stably while the same propel'ant 
in the other chamber experiences oscillatory combustion.    The double motor there- 
fore provides a quick and easy means of comparing the results of oscillatory burn- 
ing of a propellant, with results of stable burning of the same propellant. 

The double motor is not of value in measuring linear, acoustic response of a bu-.ii.  g 
propellant surface;   the control motor would be unnecessary in such an endeavor. 
K has been used instead to measure the nonlinear change in mean burning rate, pro- 
duced by oscillatory burning.    This is accomplished by extinguishing both grains 
after a preset running time and comparing the grain shapes after extinguishment. 
Transducers monitor the pressure in each of the chambers to make sure that the 
control chamber burns stably and to determine the acousüc mode and amplitude of 
the waves in the oscillatory chamber.     Results for the effect of oscillations in the 
first longitudinal mode on the burning rates of two double-base propellants, are 
shown in Fig. 9-10. 
The percent change in burning rate, plotted in Fig. 9-10,  is the ratio of the differ- 
ence between mean burning rates under oscillatory and steady conditions to the 
steady burning rate.     Figure 9-10 therefore implies that oscillations cause the mean 
burning rates of both propellants to increase in the central part of the grain (near 
velocity antinodes) and to decrease in the end parts of the grain (near velocity nodes). 
The increased burning rate at velocity antinodes is comprehensible    I view of the 
fact that sufficiently high steady erosive velocities always increase the burning rate; 
the comparison must, however, be made with caution, because the frequencies in- 
volved are too high for the erosive response to be quasisteady (L      Chapter 10, 
Section 6. 2).     The decreased burning rate at velocity nodes is more difficult to 
understand (ste Chapter 10).     The double motor provided the first clear demonstra- 
tion of these two qualitative effects, although they had been inferred earlier from 
single-motor experiments. 

Averaging over the normalized distance along the center line   !i Fig. 9-10 shows that 
the average burning rate of the entire grain is increased by the presence of oscilla- 
tions for the JPN propellant and decreased by the presence of oscillations for the 
MESA propellant.     This result is consistent with earlier single-motor observations 
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of an increase in mean chamber pressure when oscillations begin to occur for JPN 
propellants and a corresponding decrease for MESA propellants. 

In order to demonstrate that not all propellants experience a noticeable decrease in 
mean burning rate at velocity nodes under oscillatory conditions, we show curves of 
the ratio of the burning rate at frequency N to the burning rate at N = 0 (nonoscilla- 
tory conditions) for two composite propellants, one nonmetahzed (Fig. 9-11) and the 
other metahzed (Fig. 9-12).    These results, obtained at ONERA by a technique 
different from the double motor, indicate that the change in burning rate at the vel- 
ocity node is appreciably less for this metalized propeliant than for the nonmetalized 
propellant. 

An important point that should be noted regarding the double-motor geometry, is 
that different parts of the grain see different acoustic environments, ranging from 
velocity-node, pressure-antinode conditions to velocity-antinode, pressure-node 
conditions.    This cm be useful if qualitative observations of the effects of isobaric 
velocity oscillations and stagnant pressure oscillations are desired in ihe same ex- 
periment, but it does not enable one to obtain quantitative measurements of the re- 
sponse parameters for either limiting type of oscillation because the acoustic osci- 
llations are produced by the response averaged over the entire sur'.ace.     The same 
comment would apply to a single center-vented cylindrical motor containing a tubu- 
lar grain that extends along its entire length.     This objection is overcome in the T- 
motors and T-burners discussed below. 

4. 6.   Experiments with T-Motors and T-Burners 
4. 6.1.   Definition  -   Many researchers have worked with various forms of devices 
commonly called T-motors or T-burners (52-63).    These are center-vented, cyl- 
indrical chambers in which the location of the propellant is adjusted in such a way 
that all of its burning surfaces experience the same acoustic environment.    The 
name "T-motor" stems from the characteristic  T- like shape of the assembled 
equipment for some early motors of this type.    In this sense, Price's early single, 
center-vented, cylindrical motor with an internally burning tubular grain is also 
often called a T-motor but we prefer to restrict the definition to geometries in which 
acoustic conditions are uniform over the burning surface.    Only in these cases have 
quantitative measurements of acoustic admittance been obtained. 

4.6.2.   Principles for Measurement of Acoustic Admittance   -   As explained in Sec- 
tion 4.1, the rates of growth of the amplitudes of linear acoustic oscillations that 
occur in motors, are governed by the relative magnitudes nf thn gain produced by 
the burning propellant surface and the sum of all losses present in the system.    A 
method for measuring the surface gain is therefore to measure the growth rate of 
the oscillatory pressure amplitude.    Generally, two different growth-rate measure- 
ments must be made in order to separate the surface gain from the sum of the 
losses because some of the contributing loss mechanisms are usually too complex 
for accurate theoretical calculations of total loss to be made.    Once the contribu- 
tion of the burning surface to the growth rate of the acoustic waves has been ex- 
tracted, it is an easy matter to express this surface gain in terms of the surface 
acoustic admittance provided that acoustic conditions are uniform over the entire 
burning surface.    Thus, the acoustic admittance of the surface is calculated direct- 
ly from the growth rate measurements. 

If a single,  linear, acoustic mode is excited in a chamber that experiences gains 
and losses (homogeneously distributed throughout its volume and or concentrated 
at its boundaries), then the pressure p at any point in the chamber is given by the 
real part of   : 

P -   P + Pc>eat e lut     , (Eq. 9-1) 
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where p is the mean chamber pressure, p0 is the local complex amplitude of the 
pressure oscillation at t = 0, t is time measured from an arbitrary initial instant, 
u) is the (constant, real) frequency of oscillation, and a is the (real) growth con- 
stant for the wave.    If a > 0, the amplitude of the wave increases exponentially 
with time;   it decreases if a     0.    Neglecting nonhomogeneities such as those pro- 
duced by mean flow, one can show that the quantity p0 will be a function of position 
in the chamber but p,u>  and «will not.    Thus, quantities a and u> characteristic of 
every point in the chamber can be obtained from the test record of a pressure trans- 
ducer located at any one point in the chamber.       From the growth constant a so 
obtained, the acoustic admittance is calculated. 

We now introduce the assumption that |o?|^< |w|.    Under this condition, it can be 
shown from the linear, acoustic equation and its boundary conditions that the v.^ue 
of u> lies very near one of the normal oscillation frequencies of the chamber, a; 
calculated for perfectly lossless conditions (of = 0) and for perfectly rigid walls. 
It is also found under this condition that a is an additive property in the sense that 
if a number of loss and gain mechanisms contribute to a, then a growth constant ai 

exists for each mechanism   i (in the absence of any other loss or gain mechanism) 

a   ~-   y   at    . (Eq. 9-2) 
i 

The additive property of a can be explained from me viewpoint mat the fractional 
time rate of increase of the total acoustical energy contained in the chamber is 2a 
(43).    It is perhaps physically understandable that the separate mechanisms will 
contribute additively to the fractional rate of production of acoustical energy, 
and the growth constant when all mechanisms are present simultaneously is the sum 
of all ai: 

The growth constant which one is interested in measuring, is that associated with 
the boundary condition at the burning surface and is denoted here by o^ .    The 
quantity «t may be positive or negative but it must generally be positive for oscill- 
ations to occur because at is usually negative for i •/ 1.    We define a dissipation 
rate constant as   : 

y 

i * 1 
(Eq. 9-3) 

thereby obtaining  : 

flj = or + a(1     . (Eq. 9-4) 

Measurements are made of the quantities a and ad in Eq. 9-4, so that the quantity 
atv which is expressible in terms of the acoustic admittance, can be calculated. 

We rite here the formula for al in terms of the acoustic admittance Y.    The time 
rate of energy input to the acoustic field per unit surface area at t = 0 is shown in 
Chapter 10 to be - Re {Y }  |p^0 J V2, where Re { } means 'real part of and p^0 is 
ths pressure amplitude of the oscillation at the burning surface, at t = 0.    If the 
average acoustic energy per unit volume in the chamber at t = 0 jsle^ ^hen the time 
rate of increase of acoustic energy in the chamber at t = 0 is 2are0V, where V is the 
volume of the chamber.    Letting A denote the area of the burning surface, we there- 
fore find from an acoustic energy balance, that: 

Re{Y}   =-4of,  (ey  jp^)2)   (V/A). (Eq. 9-5) 

Equation 9-5 is a general formula for the relationship between a surface-average 
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(see Chapter 10) value of Re {Y} and oj  [subject only to the condition j a\ « j u> | 
and the assumptions implicit in Eq. 9-J j.     Equation 9-5 neglects acoustical energy 
convected into the chamber at the burning surface, due to the finite value of the 
mean rnasfc flow rate of gas leaving the propellant.    If this convective contribution 
to acoustical energy flow is balanced by an equal rote of convection of acoustical 
energy out of the exit port of the chamber, then it need rot be mentioned (provided 
that one remembers not to include an exit-port, convective a, in ad).    In general, 
the twu convective contributions do not cancel;  the amplifying convective effect at 
the propellant surface may be larger.     In such cases, the Let convective effect 
must be accounted for in measurement procedures.    It is largely a matter of sem- 
antics as to whether the phenomenon discussed here should be treated as part of a 
total convective contribution or part of the propellant response.     A theoretical T- 
burner analysis, which attributes the phenomenon to propellant response and pres- 
ents formulas for its computation, may be found in Ref. (64).    The net result of 
this particular theory is that, in drawing conclusions concerning the results of ex- 
perimental measurement, Re {Y} should sometimes be replaced by Re {Y} - %/YP, 
where vbis the average velocity of the burned gases leaving the propellant surface. 
Ii   Equation 9-5, in order to evaluate the ratio (e0/ j pt){) p) one must specify the 
sh .j-e of the chamber, the size and location of the burning surface and the acoustic 
mode.     For the special case of a longitudinal mode in a cylindrical chamber with 
the propellant located at velocity nodes, it can easily be shown that   : 

e0/  JA,G| 
2    -   1/ (4>P)    , (Eq- 9-6) I       I 

where p is the mean chamber pressure and y is the ratio of specific heats for the 
gas in the chamber.     Equations 9-5 and 9-6 yield  : 

Re { Y}   = - ax  V/Ayp    , (Eq. 9-7) 

for this case,    Since it is the real part of the admittance that is uf primary interest 
(see Chapter 10), the desired information about Y is given explicitly in terms of 
measured quantities by substituting Eq. 9-4 into Eq. 9-7, viz., 

Re { Y}    =   - ( a + ad ) V/A y p (Eq. 9-8) 

It should be apparent from this discussion that measurements must be made during 
exponential growth or decay periods of oscillations (see Eq.9-1).    Figure 0-3, for 
example, shows that oscillations often exhibit exponential growth as they begin tr 
build up,   but later they may reach a more or less constant amplitude.    The value 
of the maxim» m amplitude reached, depends on nonlinear phenomena and cannot be 
characterized in terms of linear parameters (such as acoustic admittance) alone. 
It can be argued that acoustic admittance is not a very important practical para- 
meter because the final oscillation amplitude is likely to be the important quantity 
that determines the extent of performance degradation or motor damage.    Counter 
arguments are that 'a) the nonlinear phenomena are not understood well enough for 
estimates of peak amplitude in one motor to be obtained, from measurements of 
peak amplitude in another and that (b), if Re {Y} is known, then a motor can be des- 
igned to be linearly stable (a <0) and ii will then be somewhat unlikely that nonlinear 
oscillations will develop.    The important point to be remembered by investigators 
concerned with measuring Y is that measurements must be made while the oscillat- 
ion amplitudes are small enough to be linear and during periods of exponential growth 
or decay of pressure amplitude. 

4.6.3.   Specific Configurations   -  One particular T-motor configuration is illustra- 
ted schematically in Fig. 9-13;   propellant charges are placed at each end of a cylin- 
drical chamber which experiences longitudinal acoustic modes.    All burning surfa- 
ces thus sit at velocity nodes, see the same acoustic conditions and respond acoust- 
ically to the pressure oscillations only.     In all of the devices described in Section 
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4. 6, the propellant surface experiences only pressure oscillations, no velocity 
oscillations.    Acoustic admittance data thus all refer to responses to pressure 
oscillations.    The problem of designing motors for quantitative measurement of 
response to acoustic velocity oscillations has not been solved yet, although son. o 
novel techniques have been proposed recently (see papers by E. E. Stepp and by 
J. L. Eisel in Proceedings of the Second Interagency Chemical Rocket Propulsion 
Group Combustion Conference, Pub. No. 105 of the Chemical Propulsion Informa- 
tion Agency, Washington,  1966).     Indeed, there are theoretical questions associated 
with wave rectification and cancellation effects that have not been resolved entirely 
for velocity coupling.    Thus, it is not clear exactly what quantities should be meas- 
ured for characterizing the velocity effect.    Nevertheless the velocity effects are 
believed to be important.    The status of the theory is considered in Chapter 10. 

A photograph showing two external views of a T-motor constructed atONERAappear s 
in Fig. 9-14;   the horizontal pipe is the T-motor, the large tank regulates the pres- 
sure and the flexible leads are for instrumentation.    In modifications of the motor 
illustrated in Fig. 9-13, a propellant charge may be placed in only one end of the 
cylinder (61),  (37), the propellant may be moved forward at the average burning rate 
by means of a piston, so that larger charges and longer burning times can be ob- 
tained without any appreciable change in cavity volume during the experiment (63), 
or a mechanical acoustic generator may be placed at one end of the chamber in order 
to provide an external means of exciting and controlling the acoustic field (33).    The 
first of these modifications simplifies instrumentation problems but introduces ques- 
tions as to whether conditions are identical in the two ends and occasion;, 'y results 
in stable burning, thereby making it impossible to obtain data on oscillat    y respon- 
se.    The second modification enables one to obtain information concernir   the part- 
icipation of interior parts of the grain in the oscillations.    The third modification, 
which will ^e discussed later in greater detail, enables one to obtain oscillatory 
response data for propellants that cannot support oscillations in T-burners. 

One advantage of a T geometry for oscillations in odd longitudinal modes, is that the 
chamber exit is located at a pressure node, a condition under which acoustic losses 
by radiation through the exit port are minimized.    Thus, propellants t^at would 
burn stably in some other geometries can often excite odd longitudinal modes in 
these chambers.    Nevertheless, for some propellants there are conditions under 
which ad > crl >0ir. T geometries, i.e., a propellant with a negative value of Re {Y} 
(a tendency to cause amplification) does not produce oscillations in the chamber. 
Since it is clear from Eq.9-5, for example, that the growth constant at increases 
in proportion to A, one possible means of achieving oscillations for such a propell- 
ant is to increase the total propellant area by increasing the diameter of the chamber 
(59), provided that the losses are of such a nature that they increase more slowly 
than the square of the diameter. 

It is desirable to measure acoustic admittances as functions of the oscillation freq- 
uency a».     The frequency is related to the sound speed 'a' and to chamber dimen- 
sions;   for example, for the n'th longitudinal mode in a cylindrical chamber of 
length / , it is well known that   : 

In v    --   ü) = v.n a/P       n - 1,  2  (Eq. 9-9) 

(where v is the frequency in cps).     The lowest frequency corresponds to n = 1, the 
"fundamental", which is usually the dominant longitudinal mode.     The value of a> is 
varied experimentally by changing the length It of thp chamber.     In this manner, 
frequencies up to 10' cps are easily achieved and there is little incentive for study- 
ing higher frequencies.     In order In achieve very low frequencies, rather long 
chambers are needed.     Chambc: s up to 60 ft. long have been tested (42), yielding 
acoustic frequencies below 10   ps.    The long chambers often have relatively high 
damping coefficients ad. 
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An alternative means for achieving low natural frequencies is to employ a H el mho it z 
resonator (e.g., Fig. 9-15), which consists of a chamber vented without choking 
through a narrow tube to a pressure reservoir.    Such a resonator exhibits a natural, 
nonacoustic vibrational frequency of   : 

u>  =  a ^[s7hV i'Eq.9-10) 

where V is the chamber volume, S is the cross-sectional area of the outlet tube and 
h is the length of the outlet tube.    In the Helmholtz mode, the pressure is practically 
constant and the velocity is practically zero throughout the volume V, so that the 
location of the propellant surface inside the chamber is irrelevant, and pressure 
(not velocity) responses are measured.     For a given frequency, the resonator is 
smaller and less expensive than an acoustic chamber and it sometimes has less loss 
(lower crd).    Put it may lead to undesirable, complex flow patterns in the vicinity of 
the propellant surface and it is subject to problems associated with throat plugging. 

4. 6. 4.   Experimental Strategies   -   Since both a and ctd must be found in order to 
obtain the admittance (see Eq.9-8),   the experimenter must decide how to measure 
these quantities separately.     The earliest and probably still the most prevalent 
strategy, is to use relatively thin propellant grains to obtain a from the initial 
growth rate of the oscillations and to obtain ad from the decay rate that is observed 
after the propellant burns out.     Pressure recordings that are suitable for the appli- 
cation of this method are shown in Fig. 9-16.     The method is illustrated in Fig. 9-17 
where the logarithm of the maximum amplitude of the pressure oscillation seen by a 
transducer, is plotted as a function of time.     It is found from Fig. 9-17 that a very 
well-defined growth constant a is obtained from the graph but the decay curve is not 
quite linear.    Two different straight lines have been fitted to different portions of 
the decay curve, giving two slightly different values for ad.    It can be argued that 
if burnout is complete at time t3, then the earlier value for crd is the best because 
the mean flow rates during this period   are closer to those during growth than the 
mean flow rates long after burnout.    However, questions have been raised as to 
whether either of the decay constants obtained after burnout accurately represents 
the 'required' decay constant operative during growth.     This objection has been 
supported by theoretical arguments   to the effect that the losses should differ sub- 
stantially and also by experimental observations of appreciable and somrvhat irre- 
gular fluctuations of loss with time (33).     It should be emphasized, however, that 
seldom will such discrepancies affect the admittance by an crder of magnitude;   we 
are speaking here of differences that are usually less than a factor of 2 and often 
only about 10 percent. 

A brute-force solution to this measurement problem is to make the propellant area 
so 'arge that a » ctd.     Then errors in ad do not affect Y appreciably.     Unfortun- 
ately, this approach is not feasible for propellants that have relatively weak tenden- 
cies to oscillate. 

A study of the measurement problem is reported (62).     In addition to considering 
the standard measurement technique, these authors propose making growth rate 
measurements for various values of the propellant area A in the same burner.     If it 
is assumed that the decay constant is independent of A,   (e.g. independent of total 
mass flow mte), then al can be extracted from a plot of a vs. A;   decay rate 
measurements then become unnecessary.     The simplest version of this technique 
is to make only two growth rate measurements at each frequency, one with pro- 
peiiant charges in both ends of the chamber and the other with a propellant charge 
in only one end of the chamber.     For this simplified experimental method, Eq.9-8 
implies : 

Re{Y}   = - (er2A    -aA)V/Ayp    , (Eq. 9-11) 

where A is the cross-sectional area of the chamber, orA  denotes the growth constant 
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Fig   9-16    Pressure recordings in a T-motor, obtained at O^ERA. 
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with propellant in only one end and Q2A  denotes growth constant v/ilh propellant in 
both ends.     Cur/es of measured growth constant as a function of A, arc found to be 
nearly straight lines (Fig.9-18), thus ler.':ng credence to the hypothesis that ad is 
independent of A.     However, the conclusion of Ref. (62) shows that the safest app- 
roach is to use a variety of strategies (e.g., Eq.9-11 and also Eq.9-8) and to sel- 
ect the final value of Re {Y} on the basis of a comparison of the result«. 

By far the most difficult problem of admittance measurement occurs for propellants 
that either are inherently stable or are not unstable enough to naturally excite acou- 
stic modes of the cavity (o^ >orx).    n relatively simple approach to this problem 
discussed recently by N.W. Ryan, is to employ a sufficiently energic and Ion 
burning igniter which will produce oscillations during the ignition process.   Identical 
igniters are fired in a chamber without propellant and in the same chamber with pro- 
pellant, the acoustic admittance is obtained from the difference between decay con- 
stants of the igniter-induced oscillations with and without propellant.    The difficulty 
with this technique arises from differences in chamber losses with and without com- 
bustion, see also (33).    The authors used the T-burner (see Fig. 9-19), which was 
placed in a large constant-pressure tank.    In Fig. 9-19, the box marked "amp- 
lifier, phase shifter, etc." is actually a rather complex servo system which enables 
the experimenter to program the driver to oscillate at various power levels, either 
in phase or 180°out of phase with the cavity oscillations.    Thus, for various periods 
during a run,   the driver can be made to add acoustical energy to the cavity, extract 
acoustical energy from the cavity or it can also te shorted out so that it does not 
affect the acoustical energy in the cavity.    The response of the oscillatory pressure 
amplitude to changes in the state of the driver   is used to provide information need- 
ed for calculating the natural decay rate of the cavity containing the (stable) burning 
propellant.    One such response curve is shown in Fig. 9-4;   the driver establishes 
an equilibrium pressure amplitude then,   when it is interrupted at one second inter- 
vals the decay rate constant is obtained from the rate of decrease of pressure amp- 
litude.    Two othe. ,ypes of data contained in Fig. 9-4 (viz., the bandwidth and the 
equilibrium pressure amplitude itself) provide independent measurements of the 
decay rate constant.     The equipment can also be used to measure growth rates   in 
systems for which ai>ürd and a is very small.    One of the techniques discussed 
earlier must be adopted  or obtaining «d, so ihat o?i can be estimated from the a 
measurement.     The standard technique of measuring the decay constant after burn- 
out is not very satisfactory here because a is observed to vary appreciably during 
the run, so that post-burnout measurements will yield ct\ values only just before 
burnout.     The technique corresponding to Eq. 9-11 is more promising under these 
conditions but it was not considered in Ref. (33).    High precision measurements are 
needed when a is negative because aL and the admittance   are then obtained from 
the difference between two numbers   that may be quite close together (see Eq.9-4 
or Eq. 9-8).    One is tempted to question whether, in these cases, admittance values 
are of sufficient practical   importance to warrant expending the effort required to 
obtain them. 

4.6.5,   Experimental Results   -   Useful compilations of experimental results con- 
cerning admittance measurements may be found (43),  (55),  (61).     In Figs. 9-20 and 
9-21, a dimensionless response function y, which is related to the acoustic admittance, 
is plotted as a function of frequency.     The quantity y is given by   : 

y   s   (a + ad ) V fS / Ay ffl = - (p/Vh) Re {Y} + 1/y   , (Eq.  9-12) 

where p~ is the mean density of the gas in the chamber, m is the average mass burn- 
ing rate of the propellant (mass per unit area per second) and all other quantities 
have been defined previously.     The first equality in Eq.9-12 is the experimental 
definition of y, the second equality is its relationship to Y, based on the theory of 
Ref. (64).    The curves in Fig. 9-20 show how the mean pressure level influences the 
y curves of a double-base propellant.     Fig. 9-21 illustrates the dependence of the y 
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curves on oxidizer particle size and on burning rate catalysts, for a composite 
propellant. 

Some general properties of these curves are worth noting.     First and most imporv- 
'\nt, they exhibit a very broad-band, smooth response, in agreement with the pred- 
ictions of most of the theories discussed in the following chapter.    Second, the 
quantity y appears to be somewhat less dependent on pressure and burning rate than 
the quantity /v^/p;   this is also in agreement with most iheories.    A third trend is 
that y itself appears usually to increase as frequency or pressure decrease;   some 
theories ar^ also roughly in agreement wHh these two results.    No major difference 
between the responses of composite and double-base propellants is discernible. 

Properties of a more specific chara    jr may also be noted from Fig. 9-21.     There 
is a tendency for y to decrease as the perchlorate particle size increases under 
otherwise fixed conditions.    Burning rate catalysts and other additives affect the 
value of y appreciably.    Other results show that the nature of the binder and the 
binder-oxidizer ratio also influence y.       enerally speaking, the value of y depends 
somewhat on all aspects of the propellant formulation. 

5.   Experimental Studies of Acoustic Instabilities in Motors 

A systematic summary of experimental results, on acoustic combustion instability 
in real solid rocket motors, is difficult to present because msny of the results tend 
to be applicable only to the particular mu tor studied and seem to defy an appreciable 
amount of logical generalization.    A la.6e number of experimental studies of acous- 
tic instabilities in motors have beei carried out (1-13),  (16),  (17),  (19),  (23-26), 
(34), (35),  (40V  (65-69).      It is not reasonable for us to attempt to discuss fully 
each of the studies here.    Instead, we ^hall select a small variety of topics for 
further emphasis,    A number of the investigations were touched on earner in this 
chapter, particulai ly in Sect.on 2. 

First, we make a few remarks about which modes have been observed in motors. 
Most of the observations have b«en m, ie on cylindrical motors with internally burn- 
ing grains, usually tubular.    Acoustic modes in such motors naturally divide them- 
selves into longitudinal, standing tangential, traveling tangential, radial and mixed 
modes.    It is difficult to identify mixed modes experimentally and also to disting- 
uish between standing and traveling tangentials.     Longitudinal and tangential modes 
have been clearly identified in experiments;   a variety of other modes have been 
observed under appropriate geometrical and operating conditions.    Within any mode 
category, the first, lowest frequency mode is usually dominant with higher modes 
becoming relatively less intense.     This observation is consistent with the result 
(Section 4.6.5) that the dimensioniess propellant response function generally de- 
creases with increasing frequency and also with the fact that homogeneous (viscous 
and heat-conduction) gas-phase losses are known to increase as the frequency in- 
creases.    However, it should be pointed out that the fundamental is not always dom- 
inant;   occasionally second, third or fourth natural modes appear strongly while 
vibrations of lower frequency are not discern; ble.     There are a number of possible 
explanations of th -se anomalies, one being vis'   elastic grain damping. 

The fact that radial modes are seldom observed is explicable, on the grounds that 
their frequencies are relatively quite high in experimental motors of typical dimen- 
sions and so they should have low surface amplification and high homogeneous damp- 
ing in the gas and sotid phases.     Generally spe« king, the modes with the lowest fre- 
quencies tend to occur most often, except that sometimes there may be a preference 
fur tangential modes over longitudinal modes. 

Experimental identification of acoustic modes is usually achieved from a frc 4uency 
analysis of the oscillations.     Sometimes it is helpful to note how the frequency chan- 
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ges with time during burning;   for example, in internally burning tubular grains the 
frequencies of longitudinal modes will be practically independent of time, while the 
frequencies of transverse modes will decrease appreciably during burning.    In- 
spection of quenched grains provides information about the mode structure but this 
techniquo is used more often to obtain information concerning the effect of the in- 
stability of the mean burning rate of the propellant, as a function of position on the 
surface of thp grain. 

Motors usually burn stably at sufficiently high chamber pressures (35).    The criti- 
cal chamber pressu* ■> needed for stability, depends strongly on the propellant and 
the motor, sometimes it is too high to be attained experimentally.     However, most 
studies have shown that instability intensity tends to decrease with increasing pres- 
sure.     These observations are consistent with the experimental measurements 
(Section 4. 6. 5), showing that the magnitude of the dimensionless acoustic admittance 
of burning propellant surfaces generally tends to decrease as the pressure increas- 
es. 

Another motor operating parameter which affects combustion instability, is the 
grain temperature.     There is usually an optimum grain temperature for stability 
(35),  (66);   if the temperature is too high or too low, irregular burning is more 
pronounced.     The explanation of this effect doubtlessly lies in the temperature de- 
pendenc   of the mechanical (e.g., viscoelastic) and combustion properties of the 
propellant but it has not received much theoretical exploration. 

The thickness of the grain and its means of support within the case, are design para- 
meters that have an appreciable effect on motor instabilities.     The influence of the 
grain thickness is rather complex (57),  (63),  (66).     For example, in three motor 
tests in which the principal quantity that was varied was the grain thickness, it was 
found that combustion instability occurred for the thickest and thinnest grains but 
not for the grain of intermediate web size (66).     That the means of support is im- 
portant and the thickness influence is complex are both comprehensible, from the 
viewpoint that the grain participates in the acoustic oscillations and that viscoelastic 
damping within the grain is an important damping mechanism.     The wave patterns 
within the grain and the total rate of dissipation occurring therein, depend on grain 
thickness in a complicated way;   dissipation peaks occur for grain dimension and 
grain-cac, ; -■* - ~*. *v conditions that produce the proper reflection and reinforcement 
conditions,      ,«»n ■ <e system is driven by the cavity oscillations.    Although some 
theoretical progress on this problem has been made recently, quantitative calcula- 
tions cannot be carried out for roal motors. 

Practically all other geometrical parameters of the system exert an appreciable in- 
fluence on acoustic combustion instability.    It is obvious that chamber dimensions 
determine mode frequency.    We have also mentioned that various geometric modi- 
fications (e.g.,  'resonance rods') to grain and chamber shape, affect instability by 
introducing acoustic lo ses (Section 1).     Specific empirical geometric changes not 
previously mentioned, that have been found to be beneficial in certain instances, in- 
clude curvature uf the forward end of the propellant, shaping of a star perforation, 
providing a forward cavity in the case, eliminating a cavity just downstream of the 
grain and lengthening the converging section of the nozzle (69).     Making a long, 
thin motor shorter and fatter sometimes decreases the severity of instability (66). 
Such changes do not always work, they are purely  cut-and-try'. 

It should be clear from these observations that simple scaling laws do not exist for 
acoustic combustion instability.     The only rational approach to scaling acoustic in- 
stability is broadly and roughly as follows.     First, obtain admittance data such as 
that in Figs. 9-20 and 9-21 for the propellant to be used.     From assumed dimen- 
sions of the smaller and larger motors, calculate burning surface area, volume, 
acoustic f-equencies,  mean chamber pressure,  etc., all as functions of time.   Also, 
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estimate magnitudes lor losses associated with all known mechanisms (viscoelastic- 
ity,   solid particle damping   etc.) in each motor, as functions of time.     Very wide 
limits of uncertainty appear in many oi these estimates.     Using these results, est- 
imate instability growth constants as functions of time, for each motor.    Then, if 
the estimated growth constants for the larger motor do not exceed those for the 
smaller motor and if the smaller motor operates sufficiently stably in tests, one 
has some basis for believing that the larger motor will also operate in an acceptable 
manner.     This 'scaling' procedure obviously consists of making the best possible 
iheoretical calculation of linear acoustic instability in the motors of interest;   it does 
not result directly in simple scaling laws.    Ten years ago it would have been fool- 
ish to suggest that such a calculation should be attempted.    With information that is 
now a/ailable, it is at least conceivable that an attempt can be made to obtain the 
required estimates. 

6.   Experimental Studies of Nonacoustic and Nonlinear Combustion Instabilities 

6.1.   Introduction 

We have already covered a few aspects of nonlinear acoustic instabilities e. g., 
equilibrium pressure-amplitude of oscillations, change in mean burning rate, change 
in mean chamber pressure.    Brief discussions of two specific nonlinear acoustic 
phenomena (shock-induced oscillations and vortex flow) are given in this section. 
Nonacoustic phenomena will also be considered here. 

6. 2.   Shock-Induced Oscillations 

Experimer  s have been performed on certain cylindrical motors with internally burn- 
ing tubu^    grains (23),  (24),  (67).    It has been shown that there are operating con- 
ditions under which these motors experience unstable burning when subjected to a 
shock pulse, even though they burn stably in the absence of perturbations.    These 
nonlinear instabilities, which occur in the axial mode and exhibit a sharp fronted 
wave form, which is   more reminiscent of shock waves than sound waves, are trig- 
gered by setting off small explosive charges in the head end of the chamber.   Motor 
tests are carried out with four separate explosive charges, each being fired at a 
different time in the burning history of the motor.     Each explosion produces a shock 
wave which propagates back and forth axially in the chamber.    Oscilloscope traces 
of the response of a pressure transducer located in the chamber show whether the 
shock strength increases or decreases on subsequent transits.     Figure 9-22 shows 
two such traces, one in whicu the pu'  " decays and the other in which the pulse 
grows.     When amplification occurs,       appreciable increase in the mean chamber 
pressure is observed.     Cond'tions fe   nonlinearly unstable, but linearly stable, 
burning are identified as conditions under which shock-wave amplification occurs. 

Contrary to the usual behavior of acoustic instabilities, it was found that these non- 
linear instabilities are most severe for propellants with low rates of heat release 
and for motors operating at high chamber pressures.     For a given motor geometry, 
a critical chamber pressure can be identified above which the system is nonlinearly 
unstable.     The axial pulse technique provides one useful method for rating instabil- 
ity behavior of engines in development programs (23), 

It has also been found that nonlinear acoustic instabilities in the first trave'ing tan- 
gential mode can be triggered in tubular solid rocket chambers, by means of brief 
tangential pulses of high-pressure nitrogen, released by means of a solenoid valve 
(25).     Tangential pulsing can also be achieved by imbedding a small charge in the 
propellant grain, as shown in Fig. 9-23.     Although tangential pulse techniques have 
often been employed in studies of combustion instability in liquid pr< ^cllant rocket 
motors, very little data are yet available on the effects of tangential pulses in solid 
propellant motors.    One might expect that nonlinear instabilities in linearly stable 
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motors would oe as likely to occur in tangential modes as in axial modes. There- 
fore further study of tangential pulse techniques in solid propellant motors appears 
to be warranted. 

6.3.   Vortex Development 

The c  ^lrrence of finite-amplitude, vortex-like rotations in the flow of cylindrical 
motors during combustion instability was suggested as early as 195C, (6),  (70). 
These rotations were presumed to occur inside (he star-point cavities of some in- 
ternally burning, cylindrical star grains.    If an even number of counter-rotating 
vortices of equal strengths occur inside the motor then no net torque will be pro- 
duced, but if an odd number of equal-strength, vortex-like rotations occur (e.g., 
if a single vortex occurs inside the cavity of an internally burning tubular grain), 
then the motor will experience a net torque which will tend to impart spin to a 
vehicle.     Such unexpected spins have been observed in missile firings.    The most 
recent experimental roll torque measurements in static firings have provided data 
from which the net value of the vortex strength can be inferred (68). 

The most detailed studies yet reported on vortex-like rotatiors in cylindrical mot- 
ors, are those described in Refs. (25) and (40).     The experiments were perform-d 
with inte: nally burning tubular grains.     The principal observational technique was 
high-speed (1000 to 3200 frames/sec) photography of the interior of the combustion 
chamber, as seen through a transparent plexiglas window fitted into the chamber 
head.    Photographs of this type have also ueen taken at ONERA;    six frames of an 
ONEJtA film are shown in Fig. 9-24.    In Refs. (25) and (40) dark areas which occu- 
rred in the center of the chamber were interpreted as representing carbon smoke 
accumulated in vortex centers.    From the observed motion of smoke blobs, peri- 
pheral velocities up to 400 ft/sec at the head end of the motor were estimated for 
the vortices.    The shapes of the dark areas provided evidence for the existence of 
one, lour and eight vortices at different times in the burning history;   particular 
vortex patterns typicaliy 'asted for 0.1 sec.    The vortex-like patterns were pres- 
umed to be generated by nonlinear acoustic streaming phenomena resulting from 
linear tangential acoustic instabilities. 

The mean burning rate and mean chamber pressure increased during vortex occurr- 
ence, presumably due to erosive phenomena and to vortical throat blockage pheno- 
mena.    Further evidence for the occurrence of the eight vortex patterns was provi- 
ded by observations of eroded shapes of propellant grains.    Pressure transducer 
measurements lent support to the hypotheses that single vortices arise from the 
first and second tangential traveling acoustic modes, that four vortices arise from 
the first tangential standing mode and the eight vortices arise from the second tan- 
gential standing mode.    A preliminary theoretical investigation provides qualitative 
support for these interpretations of experimental results (25). 

The likelihood of the occurrence of nonlinear vortical phenomena is not understood 
well.     Necessary and sufficient conditions lor vortex development have not been 
defined. 

6. 4.   Nonacoustie Oscillatory Instabilities at Low Pressure 

6.4.1.   Introduction   -  Of the wide variety ut conceivable types of nonacoustie in- 
stabilities mentioned in Section 2, one particular broad class has been the subject of 
virtually all of the investigations that have been reported on nonacoustie instabilities. 
We close the present chapter with a discussion of this class of instabilities.    Osci- 
llatory phenomena are involved here;   we have nothing to say about nonosciliatory 
instabilities.     Certain aspects of the instabilities to be considered here are obvious- 
ly nonlinear but the question of whether most of the essential attributes of the in- 
stabilities are explicable on the basis of linear concepts has not been resolved. Some 
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investigators appear to believe that it is unreasonable to include all of the phenom- 
ena discussed here in a single category;   they contend that different subregimes are 
controlled by entirely different underlying processes.    This view may or may not 
be correct, but there are certain obvious relationships among the studies that we 
shall review here and the instabilities do all occur under the same operating and 
design conditions (low pressures, usually metal-containing propellants, etc.). 
Therefore we find it convenient to include all of the phenomena in a single class. 
We begin with a discussion of manifestations of nonacoustic instabilities in motor 
firings and then proceed to consider research on the subject. 

6.4.2.   Motor Observations;   Practical Consequences   -  One of the earliest forms 
of instability observed in solid-propellant rocket motors was the phenomenon of 
'chuffing' (7),  (16),  (17),  (19),  (72), in which the motor experiences brief spurts of 
combustion followed by periods at near ambient pressures.     The periods involved 
here can be very long, greater than one second;   they certainly do not correspond 
to acoustic or Helmholtz modes of the system.    The same statement is true for the 
so-called 'low-frequency instability', which was discovered more recently.    In this 
phenomenon, the chamber pressure varies somewhat more regularly and at a some- 
what higher frequency than in chuffing and the minimum pressure achieved during a 
cycle exceeds ambient.    The frequencies involved in both chuffing and low frequency 
instability are below about 500 cps.    Both phenomena Juuve been observed in systems 
in which high-frequency pressure transducers showed no evidence of acoustic vibra- 
tions.     Representative chamber pressure-time recordings are showi in Fig. 9-25; 
schematic curves illustrating the overall pressure history of the phenomena are 
shown in Fig. 9-26.    Both phenomena occur mainly at low chamber pressures; 
neither has been observed above 850 psi. 

A somewhat more detailed list of general conclusions drawn from motor observa- 
tions is presented in (17) and is reproduced below: 

a) Chuffing and low frequency instability phenomena (not unique to a given class 
of solid propeliant) have been observed in conventional double-base, double-base 
containing lead salts and metal additives, cast-modified double base and polyure- 
thane-ammonium perchlorate composite propellants. 

b) Both chuffing and low frequency instability are experienced at pressures 
well below 500 psi,   although low frequency instability has been noted at pressures 
up to 050 psi. 

c) The frequency of low frequency instability increases almost linearly with 
increasing base pressure, which is the lowest pressure between successive press- 
ure peaks.    The frequency range experienced with low frequency instability has 
ranged from a few cps to 250 cps.     Chuffing frequency generally ranges from a 
fraction of    cycle per second to a few cycles per second.    The amplitude of low 
frequency instability generally decreases with increasing base pressure;   hence, 
the amplitude generally decreases with increasing frequency (see Fig. 9-27). 

d) The frequency of chuffing d^"reases as the peak pressure of the chuff in- 
creases. 

e) There is indication that the frequency and amplitude of low frequency instab- 
ility increase with increasing propeliant conditioning temperature. 

f) The amplitude ol low freauency instability increases as the concentration of 
metal additive increases.     No significant effect of concentration on frequency has 
been noted (17), although such an effect has been observed in stand tests (41). 

g) There is good in:   nation that frequency, not amplitude, is influenced by the 
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Cond. 
No. Additive Temp. 

1 2. 90% Al 70° F. 
2 3.25% Mc/Al (30/70) Alloy -40° F, 
3 3.25% Mg/Al (50/50) Alloy -40° F. 
4 3.25% Mg/Al (50/50) Alloy 70° F. 
5 3.25% Mg/Al (30/70) Alloy 70° F. 
6 3.25% Mg/Al (70/30) Alloy 70° F. 
7 4.30% Mg/Al (30/70) Alloy -40° F. 
8 4.30% Mg/Al (30/70) Alloy 77° F. 
9 6.00% Mg/Al (50/50) Alloy -40° F. 

10 6.00% Mg/Al (50/50) Alloy 77° F. 
11 3.25% Mg 15° F. 
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Fig. 9-27   Relationship of amplitude and frequency to operating pressure 
for double-base composition with various metal additives (72). 



596 

reactivity or reaction rate of the metal additive used. 

h) Neither amplitude nor frpquency of low frequency instability has been affec- 
ted by changing the charge size. 

Chuffing and low frequency instability are seldom sufficiently severe to destroy the 
motor.    However, they do give rise to highly variable thrust and can thereby prevent 
many types of rocket vehicle missions from being completed successful!"-    Also, the 
frequencies involved correspond to natural frequencies of many vehicle systems and 
therefore tl:ey may excite damaging mechanical oscillations of the vehicle or its 
components.     The problem is likely to become increasingly important in space 
applirations because of the advantages of employing low chamber pressures in space. 
There is also concern that, with the future development o, very large motors in 
which acoustic frequencies coincide with these instability frequencies, disastrous 
reinforcement of oscillations may occur. 

6.4.3.   Explanations in Terms of Intrinsic Combustion Characteristics;   Strand 
Observations   -  The size and shape of the combustion chamber played no part in 
the earliest explanations of chuffing.    The phenomenon was presumed to arise sole- 
ly from the combustion properties of the propellant.     Periodic thermal explosions 
were presumed to occur in the heated surface layer of the propellant because of an 
exothermic solid-phase reaction (7),  (19).    Thermal explosion theory was then 
applied to the process and the period of the oscillation was identified with an ex- 
plosion induction time.    Reasonable agreement with experimental frequencies was 
obtained, although other investigators found that a theory postulating a thermal ex- 
plosion, due to an exothermic gas-phase reaction, provided best agreement with 
soni   experiments (16).    These early results prompted more recent measurement 
of ignition times for propellant surfaces, which had been brought rapidly into con- 
tact with a heated plate (17).    The early theories have also been extended to provide 
correlations for newly measured chuffing frequencies (17). 

Support for this early view is provided by the observation that the occurrence and 
character of chuffing and low frequency instability depend on the propellant formula- 
tion and on the initial temperature.    Recently, further experimental support for the 
existence of mechanisms, with characteristics somewhat akin to those of thermal 
explosions, has been provided by observations of intrinsic periodicities in the iso- 
bar ic combustion of propellant strands.    High-speed photography of the combustion 
of strands of an aluminized double-base propellant in the 200 to 900psia pressure 
range revealed a periodicity (frequency 300-700 cps) in the mass flux of aluminum 
leaving the surface (39).     Periodic ejection of burning aluminum globules, from the 
surface of a somewhat similar propellant, was also observed at pressures of 20 to 
100 psig (17).    In this last case, flame intensity fluctuations with a frequency of 
about 10 cps v/cre also observed (17).    A more accurate frequency analysis of the 
radiant intensity emitted by a burning strand of pure ammonium perchlorate and 
aluminum also revealed a characteristic oscillation frequency (see Fig. 9-8) when 
aluminum particles of the proper size (^10/i) were employed (41).     No periodicities 
were discernable either with 40u aluminum particles or with fine molybdenum part- 
icles (41).    The periodicity with the fine aluminum particles, which exhibited a 
frequency that increased linearly with the aluminum concentration, can apparently 
be explained on the basis of aggregation of critical amounts of aluminum on the 
propellant surface followed by ignition of the agglomerate (41). 

It is thus clear that a variety of processes inherent in propellant combustion can 
give rise to oscillations in the frequency ranges of chuffing and low frequency in- 
stability.      However, it has not been demonFtrated beyond doubt,   thr.t these pro- 
cesses alone account for all instances of oscillatory, nonacoustJc instabilities at 
low pressures in motors.    Indeed, there is experimental evidence that motor para- 
meters often affect the instabilities (20),  (71) and therefore some type of interaction 
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between motor processes and the combustion must be of importance.     Possible 
effects of motor parameters are considered below. 

6.4.4. Explanations in Terms of Combustion Response - Residence Time Inter- 
actions;    L* Instability   -   All of the processes that we have just discussed are 
highly nonlinear phenomena.    Good correlation of the pressure limits, below which 
nonacoustic instabilities are observed, have been obtained on the basis of a linear 
theory (20)      Recently, the linear theory has been extended to obtain correlations 
for observed oscillation frequencies below the pressure limit (71).    Thus, the 
mechanisms controlling oscillatory nonacoustic instabilities remain unclear. 

It has been proposed that the interaction between the time lag in the propellant burn- 
ing rate response to an applied chamber pressure and the time lag in exhausting 
1/irnt gases from the chamber through the nozzle, gives rise to a nonacoustic insta- 
bility (20).    This type of instability is mamematically very similar to low-frequency 
instabilities of liquid propellant motors.    The time lag of the propellant response is 
attributed to and calculated from the heat conduction processes in the solid propel- 
lant.    Stability conditions are obtained from the type of analysis employed in study- 
ing feedback servomechanisms.    Results of the analysis may be expressed in a 
graph of L* ^ the motor (free chamber volume divided by throat area) versus 
chamber pressure, for marginally stable burning with a given propellant.    Such a 
graph is shown in Fig. 9-28.    The theory predicts two stability limits for the pro- 
pellant of Fig. 9-28 and the upper limit agiees well with experimental data.    Insta- 
bil.ties conforming to the assumptions of ReL (20) are sometimes called L* insta- 
bilities. 
In a later analysis, the s,Tne general type of physical concept was used in studying 
the dependence of oscillation frequency on L* and chamber pressure (71).    The ob- 
jective was to correlate experimental pressure frequencies (see Fig. 9-29) obtained 
with an aluminized composite propellant in a small end-burning motor.    Suitable 
choices of kinetic constants provided reasonably good correlation of the results. 

Additional pressure frequency data in small motors may be found in Refs. (42),  (43). 

6.4.5. Interaction of Acoustic and Nonacoustic Phenomena   -   Experiments have 
been performed in very long T burners in an effort to find whether abnormal oscil- 
latory phenomena can develop, when the natural acoustical frequency of the chamber 
coincides with the nonacoustic oscillation frequency of a propellant (26),  (42),  (43). 
Definite evidence that such an interaction occurs for metalized propellants has been 
obtained (^2),  (43).    As the pressure in the burner gradually increases, transducers 
recording transient pressures show that oscillations begin to develop, grow tr 
maximum amplitude at a critical mean pressure and then begin to die out, finally 
disappearing when the chamber pressure becomes sufficiently high.    These oscilla- 
tions are quite regular and their frequency increases roughly linearly with pressure, 
exhibiting approximately the same pressure dependence as the frequencies observed 
with the same propeHants in small motors.    The amplitudes of the oscillations are 
maximum at frequencies in the vicinity of the natural acoustic frequency of the cham- 
ber.    The phenomenon has been termed 'preferred frequency oscillatory combust- 
ion' (42), (43). 

In an effort to obtain additional information about the phenomenon, the radiation in- 
tensity from the combustion zone was monitored and its frequency and .^hase were 
compared with those of the pressure oscillations (42), (43).    It was found that at the 
higher frequencies the radiation output lacged behind the pressure in phase and at the 
lower frequencies the radiant intensity led the pressure oscillations in phase (see 
Fig. 9-30 for strand-burner results that are almost identical to T-motor results); 
both oscillations maintained the same frequency at pressures in the vicinity of the 
peak amplitude, but there was a tendency for the radiation to skip a cycle now and 
then at the higher frequencies and occasionally to pick up an extra cycle at the lower 
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frequencies.     The fundamental significance of these orderly results is unclear, 
partially because the relationship between radiation intensity and other combustion 
phenomena, such as heit release, is not understood v/ell under oscillatory condit- 
ions.    An intuitive discussion of these results is available (43), also empirical 
observations of the influences of propellant composition and other parameters (42), 
(43). 

The peak pressure amplitudes of these oscillations are not very large in the T 
motcr.     However, large T-motors are Tossy' and so amplitudes may be quite high 
in vei y large motors of conventional design.     The phenomenon therefore warrants 
further study. 

References 

(1) BoysS.F., andSchofield A.,   Investigations on Secondary Peaks, British 
Advisory Council on Scientific Research and Technical Development Report 
AC 5649/Rep./20/43. March, 1943. 

(2) Sage B.H.,   Burning Characteristics in the Axial Perforations of Extruded 
Ballistite Grains, C.I.T. NDRC Report No. A-83, CTT-JDC, OSRDNo.815, 
August,  1943. 

(3) Wimpress ELN.,   Internal Ballistics of Solid-Fuel Rockets, pp. 122-132, 
McGraw-Hill, New York,  1950. 

(4) Green L.,   Jr.,   Jet Propulsion, 24, 252,  1954. 

(5) Green L.,   Jr.,   Jet Propulsion, 26, 655,  1956. 

(6) Green L.,   Jr.,   Jet Propulsion, 23, 483,  1958. 

(7) Huffington J. D.,   Trans   Faraday Soc, 50, 942,  1954. 

(8) Smith R,P,, and Sprenger D. F.,    Fourth Symposium (International) on Com- 
bustion, pp. 893-906, Williams and Wilkins, Baltimore,  1953. 

(9) Schultz R., Green L., Jr. and Penner S.S.,   Studies of the decompositions 
Mechanism, Erosive Burning, Sonance and Resonance for Solid Composite 
Propellants, Combustion and Propulsion, 3rd AGARD Colloquium, Per gam - 
on, London,  1958. 

(10) Green L.,   Jr.,   Jet Propulsion, 28,  159,  1950. 

(11) Price i£.W.,   Combustion Instability in Solid-Propellant Rocket Motors, 
IXth Annual Congress of the International Astronautical    ?deration, Astro- 
nautics Acta (Springer-Verlag), 1959. 

(12) Geckler R. D.,    Fifth Symposium (International) on Combustion, p. 29   Rein- 
hold, New York,  1955. 

(13) Trubridge G.F.P., and Badham H.,   High Temper«.fure Phenomena,  Fifth 
AGARD Combustion and Propulsion Colloquium, The MacMilla.n Co., New 
York,  1963, Summerfield Research Station Technical Report B. D. 36, 
Dec.  1961 „ 

(14) ArdenE.A., Powling J., and Smiüi W. A. W.,   Combustion and Flame, 6, 
21,  1962. 



601 

(15) InamiY.H.    andShanfield H.,   AIAA Preprint No. 64-147, January,  1964. 

(16) Crawf'rdB.L., Huggett CM., McBrady J.J.    and Rusoff I.I.,   Univ. of 
Minnesota, Contract OE MSTV-716, Kept. UM 32, July 11,  1945, also part 
of Rcpt. OSRD-6374. 

(17) YountR.A.    and Angelus T.A.,   AIAA J. 2,  1307,  1964. 

(18) Eisel J.L., HortonM.D., Price E.W.    andRiceD.W,   AIAA Preprint 
No. 64-149, Jan. 1964. 

(19) Clemmow D.M.   and Huffington J.D.,   Trans. Faraday Soc, 52, 385,  1956. 

(20) SehgalR.    and Strand L.,   AIAA J. 2, 696,  1964. 

(21) Shinnar R.    and Dishon M.,   Heat Transfer Stability Analysis of Solid Pro- 
pellant Rocket Motors, Solid Propellant Rocket Research, Vol. I of ARS 
Series Progress in Astronautics and Rocketry, edited by M. Summerfield, 
Academic Press, New York pp. 359-374, 1960. 

(22) Denison M.R. and Baum E.,   ARSJ. 31, 1112,  1961. 

(23) Dickinson L.A.,   ARSJ. 32, 643,  1962. 

(24) Brownlee W.G.,   AIAA J. 2, 275, 1964. 

(25) Swithenbank J.   ^dSotterG.,   AIAAJ. 2,  1297,  19G4. 

(26) Price E., Experimental Measurements in Solid Propellant Rocket Combust- 
ion Instability, pp. 53-71 of Section 3.4, Experimental Methods in Combust- 
ion Research edited by J. Surugue, Pergamon Press, New York, 1961. 

(27) PoselK.,   ARSJ. 31,  1242,  ?961. 

(28) Draper C.S., andLiY.T.,   J. Aero, Sei.  16, 1949. 

(29) Liu F.F.    andBerwin T.W.,   Jet Propulsion 28, 83,  1958. 

(30) Barden R.G., Rev. Sei. Ins*. 32, 936,  1961. 

(31) MathesH.B.,    Eighth Symposium (international) on Combustion, p. 894, 
Williams and Wilkins,  1962. 

(32) Liu F.F.    andBerwin T.W.,   Rev. Sei. Inst. 29,  14,  1958. 

(33) Foner S.N., HudsonR.L.    andNallB.H.,   AIAAJ. 2,  1123,  1964. 

(34) Angelus T.A.,   Unstable Burning Phenomena in Double-Base Propeliants, 
in Solid Propellant Rocket Research, Vol 1, ARS Series Progress in Astro- 
nautics and Rocketry, pp. 527-559, edited by M. Summerfield, Academic 
Press, New York,   1960. 

(35) Brownlee W.G.    and Marble F.E.,   An Experimental Investigation of Un- 
stable Combustion in Solid Propellant Rocket Motors,  ibid., pp. 455-494. 

(3G) Landsbaum E.M., The Effect of - Shock Wave on a Burning Solid Propell- 
ant, Vols. 3-4, Advances in Aeronautical Sciences, pp. 497-511, Pergamon 
Press, New York,   1961. 

-        u 



602 

(37) Engler J. F, and Nach bar W.,     AIAA J. 2,  1279,  1964. 

(38) Watermeier L. A.,     ARS J. 31, 564,  1961. 

(39) Watermeier L. A., Aungst W. P. anri »faff S. P.,    Ninth Symposium 
(International) on Combustion, pp. 316-27, Academic Press, New York, 
1963. 

(40) Swithenbank J. and Sorter G.,    AIAA J. 1, 1882,  1963. 

(41) JhamiJ.H. and ShanJfield H.,    AIAA J. 2,  1314,  1964. 

(42) Eisel J. L., Horton M. D,, Price E. W. and Rice D. W.,     AIAA J. 2,  1319, 
1964. 

(43) Price E.W., Review of the Combustion Instability Characteristics of 
Solid Propellants, 25'th Meeting of AGARD Combustion and Propulsion 
Panel, San Diego, April 1965 (proceedings to be published). 

(44) Price E.W.,     et al., Combustion and Flame 5,  149,  1961. 

(45) ZinkJ.W. and Delsasso L. P.,     J. Acoust. Soc. Am. 30, 765,  1958. 

(46) Dobbins H.A. and Temkin S,,    AIAA J. 2,  1106,  1964. 

(47) Heute T-F. and Bolt R.H.,     Sonics, John Wiley & Sons, New York, 1955. 

(48) Price E.W. and Sofferis J.W.,    Jet Propulsion 28,  190,  1958. 

(49) PiiceE.W.,    Eighth Symposium (International) on Combustion, pp. 925-929, 
Williams and Wilkir.s Co., Baltimore, 1962. 

(50) Crump J. E. and Price E. W.      ARS J. 31,  1026,  196l. 

(51) Crump J.E. and Price E.W.,     AJAA J. 2,  1274,  1964. 

(52) Ryan N. W.,     Eighth Symposium (International) on Combustion, pp. 924-925, 
Williams and WiHeins Co.,  Baltimore,  1962. 

(53) Hortoi._M.L-.,       ARS J. 31,  1596,  1961. 

(54) Horton M.D.,       ARS J. 32, 644,  1962. 

H5)      Horton M. D. and Price E. W.,    Ninth Symposium (International) on Com- 
bustion, pp. 303-310, Academic Press, New York,  1963. 

(55) Strittniater R., Waterweier L. i__d PfaffS..     Ninth Symposium (Internation- 
al) on Combustion, pp. 311-315, Academic Press, New York, 1963. 

(57) RyanN.W., Coates H. L. and Baer A. D.,     Ninth Symposium (International) 
on Combustion, pp. 328-332, Academic Press, Inc., New York,  1963. 

(58) Horton M.D. and McGie M.R.,    AIAA J. 1,  1319,  1963. 

(59) Horton M.D. «nd Rice D.W.,     Combustion and Flame, 8,  21, 1964. 

(60) Rice D.W.,    AI/A J. 2,  1654,  1964. 



603 

(61/      HortonM.D.,   AIAA J. 2,  1112,   1964. 

(62) CoatesR.L., HortonM.D.    and Ryan N.W.,   AIAA J, 2,  1119,  1964. 

(63) Ryan N.W.    and Coates R.I..,   AIAA J. 2,  1130,  1964. 

(64) McCiureF.T., Hart R.W.    and Cantrell R.H.,   AIAA J.  1,  5ÖÖ,  1963. 

(65) Hart R. W.,    Panel discussion on Unstablp Combustion in Solid-Fuel Rocket 
Engines, Eighth Symposium (International) on Combustion, pp. 904-918, 
Williams and Wiikins Co., Baltimore,  19b2. 

(66) Landsbaum E.M.. KubyW.C.    and Spaid F.W.,   Experimental Investigation 
of Unstable Burning in RoMd Propellant Rocket Motors, Solid Propellant 
Rocket Research, Vol. 1 '^RS Series Progress in Astronautics and Rocketry, 
pp. 495-525, edited by M. Summerfield, Academic Press, New York,  1960. 

(67) Dickinson L. A.   and Jackson F.,   Combustion in Solid Propellant Rocket 
Engines, Fifth AGARD Colloquium:   High-Temperature Phenomena, pp.531- 
550, The Mac Mil Ian Co., New York,  1963. 

(68) FlandroG.A.,   AIAA J. 2,  1303,  1964. 

(69) Wall R.H.,   Resonant Burning of Solid Propellants:   Review of Causes, 
Cures and Effects, Solid Propellant Rocket Research, Vol. 1, of ARS Series 
Progress in Astronautics and Rocketry, pp. 603-619, Academic Press, New 
York,  1960. 

(70) Green L., Jr.,   Studies on the Reaction Stability of Solid Propellant Charges, 
Rept. No> 1077. Aerojet-General Corp., Azusa, California,   pp. 23-26, 
1956. 

(71) Beckstead M.W., Ryan N.W.   and Baei A.D.,   Nonacoustic Instability of 
Composite Propellant Combustion, AIAi   Paper No. 66-111, 1966. 

(72) Angelus T.A.,   Panel discussion on Unstable Combustion in Solid-Fuel 
Rocket Engines, Eighth Symposium (International) on Combustion, pp.921- 
924, W'iliams and Wiikins Co., Baltimore, 1962. 

(73) Orerg C.L.    and Huebner A.L.,   Effects of Aluminum on Solid-Propellant 
combustion Instability, Rept. No. AFOSR-66-1847, R-8654. Air Force 
Office of Scientific Research Contract No. AF 49(638)-1575, Rocketdyne, 
North American Aviation, Inc., Canoga Park, Calif., July,  1966. 

(74) Diedrichsen J.,     Further Development of Stability Grading of Solid Pro- 
pellants by the Oscillatory Strand Burner Technique,  Proc. of 4th Meeting 
of the Technical Panel on Solid Propellant Combustion Instability held at 
Stanford   Research Institute,  Feb. 1, 19b-*:  Applied Physics Laboratory - 
The Johns Hopkins University document No. T9371-7, April 1964. 

Jj 



Chapter 10 

Theoretical Analyses of Combustion 
Instability 



606 

Nomenclature 

A cross-secticnal urea öf a boundary 

a speed of sound;   also constant defined in Eq. 10   VI 

B ore-exponential rate factor 

b square of ratio of frozen to equilibrium sound speeds;   1    gt! oi a 
one-dimensional system;   constant defined in Eq. 10-72 

c specific heat 

c specific heat at constant pressure for the gas 

c^ heat capacity per unit mass, for the condensed material 

E activation energy for gas-phase reaction 

e acoustic energy density defined in Eq. 10-23 

Ep activation energy for gasification process 

h enthalpy per unit mass 

j steady state temperature sensitivity coefficient 

^ dimensionless frequency defined in Eq. 10-70;   erosion constant 

L heat of gasification per unit mass of reactam .fixture consumed 

M Mach number 

m mass burning rate per unit area or mass flow rate per unit area 

n reaction order ior gas-phase reaction 

nc number of condensed particles per unit volume 

n unit normal vector 

P complex pressure-amplitude coefficients 

p pressure 

R cylinder radius 

r radial distance;   particle radius;   linear regression rate 

R° universal gas constant 

s entropy per unit mass;   dimensionless frequency defined in Eq. 10-64 

T temperature 

t time 

u erosive velocity parallel to propeilant surface 
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chamber volume 

velocity 

velocity vector 

axial spatial coordinate;   spatial coordinate normal to burning sin- 
face 

spatial coordinate vector 

acoustic admittance;   mass fraction of principal reactant 

coordinate normal to the wall;   dimensionless acoustic admittance 
defined in Eq. 10-60 

ratio of the total mass of condensed material to the total mass of 
gas contained within th<  cavity 

growth constant for acoustic pressure 

dimensionless frequency,  u (xt - x. ) / (at-v* ) in Section 4. 2 and 
2p r2w/9/i in Section 4.5. 

ratio of specific heat 

acoustic phase angle;   also ße/ßs 

azimut' ll angle 

wavelength;   thermal conductivity 

viscosity coefficient;   also pressure sensitivity coefficient defined 
in Eq.10-61. 

dimensionless velocity variable;   parameter accounting for sensit- 
ive time lag;   oxidizer-fuel mass ratio in the bulk of the propeliant 

dimensionless distance variable defined in Eq. 10-64 

density 

solid propeliant density 

specific gravity of the condensed material 

dimensionless density variable 

characteristic relaxation time;   time lag;   characteristic burning 
time of an oxidizer spht  e 

explosion induction time 

velocity potential 

(angular) acoustic frequency 
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Script Letter 

i one-dimensional cavity length;   cylinder length 

Supers ripts 

o identifies complex amplitude of an oscillatory quantity 

' a perturbation quantity (difference between instantaneous value and 
time-average value);   also derivative with respect to an argument; 
occasionally a modified dimensionless parameter 

— time-average value 

complex conjugate 

<, denotes space average 

Subscripts 

B binder 

b condition at the burning propellant surface but on the hot side of the 
gas-phase combustion zone 

c implies that the quantity is to ->t t  ..luated in the chamber;   also 
conditions in the condensed phase at the extreme solid side of the 
interfacial combustion and heat conduction zone 

d dilitation 

e equilibrium 

f flame;   frozen 

g properties of the gas 

i conditions in the bulk of the propellant (at £   = -oo ) 

k identifies a normal mode of the cavity 

m identifies a normal mode of the cavity 

n identifies a normal mode of the cavity 

O oxidizer 

s prop; rties of the condensed phase;   conditions at solid-gas inter- 
face;      shear 

t condit; ms at the throat of the nozzle 

w implies that the quantity is to be evaluated at the wa!i 

i condition at the nozzle entrance plane 
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lü 

Theoretical Analyses of Combustion 
Instability 

1. Introduction 

In view of the variety of different kinds of combustion instability described in Chap- 
to    J Section 2, it is not surprising that no general theoietical approach exists for 
the problem of predicting when oscillatory and irregular burning will occur.     A 
rather well-defined theoretical framework does exist for linear acoustic instabilities. 
But for nonlinear instabilities and for nonacoustic instabilities, there are only iso- 
lated theoietical analyses of a few specific mechanisms.     In this chapter we shall 
therefore discuss primarily linear acoustic combustion instability.     vcoustic vibra- 
tional modes are described in Section 2, the basis for describing acousu " amplifica- 
tion is presented in Section 3 and the available analyses of acoustic damping mech- 
anisms are reviewed in Section 4.     Theoretical studies of the heart of the problem 
of linear acoustic instability, analyses of the acoustic amplification mechanism, are 
considered in Section 5.     Existing theories of non-linear and nonacoustic ^stabili- 
ties are discussed in Section 6.     Finally, a few remarks concerning comparison of 
theory with experiment are made in Section V. 

Regarding linear acoustic gain and loss mechanisms, the various processes that are 
thought to be of importance were listed in Chapter 9 Section 4,1.    The discussions 
in the following three sections will make clear which of these mechanisms are amen- 
able to theoretical analysis. 

2. Acoustic Vibrational Modes 

2. 1.    Derivation of Wave Equation 

First we develop the equations describing sound propagation in a gas, by consider- 
ing small-amplitude departures from a uniform, quiescent state.     Body forces and 
all transport fluxes are neglected, so that Eqs.6-7,  6-8 and 6-9 uf Chapter 6 be- 
come   : 

and 

n pMt   *    V   •  (p£)  =   0, 

• v vt ♦  (V p)/p   ■ 0, 

M\  <U - (3p/3t)/p   - 0. 

(Eq. 10-1) 

(Eq. 10-2) 

(Eq. 10-3) 

The terms v • Vy^ v /2 and v • £h have beeu omitted here because the amplitudes of 
the oscillations are assumed to be small;   all three of the neglected terms are quad- 
ratic (second-order) in small quantities,  since v     0 in the quiescent state and.£h 
0 in the uniform state.     The symbols are those defined in Chaptei 6. 

It we assume that either chemical equilibrium or chemicai frozen conditions prevail 
in the sound oscillations, then   : 
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Tds   =  dh   -   dp/p (Eq. 10-4) 

according to Eq.2-50 of Chapter 2 and therefore Eq. 10 3 implies that   : 

9s/3t= 0: (Eq. 10-5) 

the entropy is independent of time.    Assuming further that the entropy is um,    m at 
some time, we find that the solution to Eq. 10-5 is   : 

s   =  constant. (Eq. 10-6) 

We consider isentropic sound waves and employ Eq. 10-6 in place of Eq. 10-3. 

For Eqs. 10-1 and 10-2 to be valid, the quantity v must be small compared with the 
sound speed a and the thermodyn2r ,c properties p and p must be expressible as  : 

p = p-  + p«    ,     p=p+p« (Eq. 10-7) 

where | p' | «p, j p'|«p, and both p and p are independent of x an J t.    In view of 
Eq. 10-6, the quantities p' and p' in Eq. 10-7 must be related by  : 

pf = Op/dp )g p • = a2p '    , (Eq. 10-8) 

where a  is either the equilibrium or frozen sound speed, in the undisturbed gas, 
depending on the : eason for the validity of Eq. 10-4.    If one substitutes Eqs. 10-7 
and 10-8 into Eqs. 10-1 and 10-2 eliminating p', retains first-order terms only and 
finally eliminates V- v from the equations obtained from the time derivative of Eq. 
10-1 and the divergence of Eq. 10-2, then one f ids that   : 

aV/at2 - a2   VV = 0    , (Eq.10-9) 

which is the usual scalar wave equation for the sound field. 

Afte* Eq. 10-9 is solved for p', the velocity field may be computed from the time 
integral of the equation  : 

3v/at=-Vp\/p   , (Eq. 10-10) 

which follows from Eq. 10-2.    An alternative approach is to introduce a velocity 
potential <p such that   ; 

V= v<p   ,      p' = -pd<p/dt    , (Eq. 10-11) 

where the last equality is implied bv Eq. i0-10.    The potential <p clearly satisfies 
the same wave equation as p', Eq. 10-9.    The sound field in a gas th>s is described 
completely by a single scalar function. 

2.2.   Modes in Cavities 

The solution to Eq. 10-9 will depend on what the boundary conditions are and where 
they are applied.    The boundary condition at a rigid wall with normal vector # is v • 
B, - 0, which implies that a cp/dn = 0 and 3p'/3n = 0.    The boundary condition at an 
open isobaric boundary is p' ~ 0 or dy/d t = 0.     More complex boundary conditions 
will be introduced later. 

The waves of particular concern in rocket chambers are monochromatic waves or 
superpositions of a relatively small number of monochromatic waves. They are 
characterized by a harmonic time dependence and for convenience are usually writt- 
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en as ! ,2 real part Re { } of a complex quantity» viz., 

p' = Re [p   (£)ell0X }      , (Eq. 10-12) 

where p0 is the (complex) pressure implitude and w is t!     (angular) frequency. 
Similar definitions ai c employed for the other variable s, e.g., 

v = Re {v^ (x)  e      } = Re { ~  e ^' (Eq. 10-l2a) 

jut 
<p - Re{</?0 (x) e      }   - Re { - 

iwti 
e       >■ (Eq. 10-12b) 

iu) p 

in which the last equalities are consequences of Eq. 10-11.     Equation 10-9 shows 
that PQ satisfies the equation   : 

V2P0 + (w2/a2)p0 = 0 (Eq.10-13) 

When proper boundary condition* are applied at all boundaries of a cavity, the quan- 
tity u> becomes an eigenvalue of Eq. 10-13 which then possesses solutions only for an 
(infinite) sequence of definite frequencies to, each corresponding to a different 
acoustical mode of the sys  »m. 

As the simplest example, let us consider a one-dinu "isional cavity of length & with 
perfectly rigid end walls.    Equation 10-13 and its boundary conditions become  : 

d2p0/dx2 
(a?/a2) P0 

= 0. dp /dx = 0 at x - 0, (Eq.10-14) 

The general solution to Eq. 10-14 is 

% =   L   pn cos(wnx/a)    ,    wn = nira/jlf    n= 1, 2, 
n =1 

(Eq. 10-15) 

where Pn are arbitrary complex constants and uy, are the frequency eigenvalues. 
Each term in the sum in Eq. 10-15 represents a normal acoustical mode of the cav- 
ity and each value a»   is the corresponding normal frequency of the mode.     From 
Eqs. 10-12 and 10-10. it is then seen that for any normal mode  n , the pressure 
perturbation and velocity are given by   • 

p' =     P    ! cosfo   x/a) cos (u)n t + fi   ) 

v  =   (I Pn  /ap ) sin (o)nx/a) sin (a;n t «- 6n) 
(Eq.10-16) 

where ötl is the argument of the complex number Pn.     Equation 10-16 shows that 
at any given time t ail points x in the cavity are oscillating in thp same phase (o,',it + 
5 n) and that the phases of pressure and velocity oscillations differ by 90°.    These 
properties identify standing waves.     The standing waves described by Eq. 10-16 
have nodal points ror velocity (points where the velocity is always zero) at wnx/a = 
0, n , 2ff,... and nodal points for pressure at ojnx/a = */?, 3w/2, ...;   pressure 
antinodes which are points where the pressure amplitude is maximum, are located 
at OJU x/a = 0, n , 2it, .. ., while velocity antinodes occur at conx/a = T/2, 3ff/2, ...   , 
Acoustic modes in cavities are often standing waves analogous to these just des- 
cribed and pressure nodes and velocity antinodes often coincide, as 6) velocity 
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nodes ;ind pressure antinodes (note precee -ing numbers). 

In two or three dimensional cavities of sufficiently symmetrical shapes, traveling 
waves can also occur.     Consider a rigid, two-dimensional, circular cavity of 
radius R.     In polar coordinates, Eq.  10-13 nnd its boundary conditions become : 

l    a 
r     ,\r (r   Tr   ] 

1 VP0     <a* n 
—TT <     v   PO = ü .' 

r      ,10 a 

dpn 
^L = Oat r -- R, all 9 
"r (Eq.   10-17) 

By separating variables it is seen that Eq.  10-17 posesses solutions of the form : 

P0 - P, 
(-+)   J,   (wr/a) e* (Eq.  10-18) 

where the Pm'      are complex constants and the Jm are the m'th order Bessel 
functions of the first kind.     The frequency w must satisfy the equation : 

,1   * (wR/a) - 0   . (Eq.  10-19) 

where the prime denotes derivative with respect to the argument.      There are an 
infinite number of roots (labeled here k - 0,1, 2, ... ) to this equation, for each value 
of m.     The corresponding values of w will be denoted by ci>km.     A traveling wave 
can be illustrated by the ( f) solution for k - 0,  m - 1;   according to Eqs.  10-12 and 
10-If it has : 

P   " |pci (+)|Ji (w0lr/a) cos (w01 t + 9 + ö01 (+)) 

vr=(-  | P0t  
{f)|   ;ap) Ji' (w0ir/a) sin(w01t + 9 + 601 (+>) 

vo -- (- |P01   (+)| /ap) [Jl (w01r/a)/(w01r/a)] 

cos (u>olt + 9 + 501 (+)) j 

.(Eq.  10-20) 

where 501 (A) is the argument of P01 (+) and the subscripts on v identify vector com- 
ponents.     According to Eq.  10-20, at any given radial distance r the quantities p* 
and v are functions of (w01t + 9) and are constant for angles 9 at time t,  such that 
9 ~ constant - u>olt.     This property describes waves that propagate in the - 9 dir- 
ection with angular velocity cc01.     Furthermore, the velocity component -ve in the 
direction of propagation is seen from Eq.  10-20 tobe exactly in phase with p'.     No 
stationary nodes or antinodes are identifiable from Eq.  10-20.     These characteris- 
tics are representative of traveling waves.     Standing waves can, of course, also 
be formed from Eqs.  10-18 and 10-19, e.g. by taking P01 (O = P01 (-). 

It would take too much space for us to derive equations giving pressure and velocity 
fields and vibrational frequencies for cavities of all shapes and boundary conditions, 
that are of interest in rocket combustion instability. Therefore, we cite here only 
a general formula for the pressure field in what is perhaps the most important geo- 
metry for rocket instability, a cylinder of length £ and radius R with rigid walls. 
The result is : 

k m n n 

+  fpkmn   (-}|  cos(u,kmnt-m0 ,ökmn (->)), (Eq.  10-21) 
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where k, m and n are integers, /?mh   is the k'th root of the equation Jm '(B) - 0, 
|Pkmn '_'l are arbitrary positive constants, ö knn   (±) are arbitrary constants lying 
between -n and n and the frequencies wkmn are given by   : 

«k.n =»«[O.k/R)+0«r/iri- (Eq. 10-22) 

Terms with m = k = 0, n ^ 0 represent standing longitudinal modes;   terms with m = 
n - 0, k i 0 represent standing radial modes;   terms with k = n = 0, m 4 0 descrioe 
both standing and traveling tangential modes;   all terms with n = 0 are transverse 
modes;   other terms correspond to mixed modes. 

Modes in other configurations v/ill be discussed later as needed. 

2.3.   Acoustic Energy in a Sound Field 

The total energy, internal plus kinetic, per unit mass at any position and time in a 
gas is h - p/p + v /2, since the internal energy is known to equal h - p/o. Multi- 
plying this quantity by the density, we obtain for the energy per unit volume the ex- 
pression  : 

d (Ph) 
Ph  + p' 

d(Ph) 
IP'2 

dp 
- p  - p»  + |pv2 

where terms through second order in small quantities, have been retained.    The 
derivatives here are all taken at constant entropy (see Eq. 10-6) and "^re evaluated at 
the mean state;   Eq. 10-4 with ds = 0 can be used to show that d(ph)/dp = 1 + h/a2 

and d2(ph)/dp2 = 1/pa2 + hd2p/dp2.    The terms p li - p obviously represent the 
energy of the uniform, quiescent, mean state and therefore should not be associated 
with the acoustic field.    The total energy per unit volume contained in the acoustic 
field may therefore be written as  : 

P'h/aJ "2h 1 +     2P 
dp 

+ i p'2/pa r.~2 i-   2 
+    2PV 

Since, to second order in small quantities 

»• - p- % 
i   ,2 cHp 

+ 2P      —T- 
dp 

=    P'      -o-    + 

it is clear that the energy expression can be rewritten as 

P'h +  p,2/2pa2 Pv2/2 

If this energy per unit volume is integrated over the volume of a cavity which con- 
tains a fixed mass, then the mass conservation condition   j(p + p') dV   = JpdV im- 
plies that  Jp'dV - 0 and so the integral of the first term in the energy expression 
vanishes.    This first term, which merely accounts for the change in energy per 
unit volume due to the change in mass per unit volume, conventionally is not included 
in the energy density of the sound field.    The local instantaneous energy per unit 
volume contained in an acoustic field is therefore defined as   : 

e   = P   /2p a + P   vV2 (Eq.10-23) 

mnr 
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It will be noted fron) Eq. 10-23 that   e   is a quantity of the second order.     Express- 
ions for p' and v valid to first order may be substituted into EQ, 10-23 in order to 
calculate  e . 

A conservation equation for acoustic energy may be derived from Eqs. 10-i,  10-8, 
10-10 and 10-23.     According to Eq. 10-23, the time derivative of   e   can be written 
as   : 

de/di - p'O p7at )/p a2 -f p  v • Bv/dt    , 

9 , 
to second order in small quantities.     Since Eq, 1C-3 implies that 9p'/3t = a (dp 7 ft) 
in this expression, Eq. 10-1 may be substituted into the first term and Eq. 10-10 into 
the last term, yielding  : 

De/at--p'£-    (pyj   /p   -v*Vp'    . 

To second order in small quantities, this equation reduces to   : 

de/at + v.  (p*v) = o (Eq. 10-24) 

ft is seen from this expression that the vector p'v represents the Ic-cal, instantaneous, 
acoustical energy flux. 

Often, ?ocal time-average values of the acoustical energy and energy flux are of in- 
terest.    In this respect, it is worth noting that for a sound field composed of a 
superposition of a number of monochromatic waves, the time-average energy and 
flux may each be expressed as a sum over all of the monochromatic waves.     This 
conclusion follows from Eqs. 10-10 and 10-12 and the observation that the time aver- 
age of eJ(wf W2^ is essentially zero for o>i / u>2.    It might be remarked here that 
if a cavity can support more than one mode of the same frequency, then interference 
can occur between these degenerate modes and their modal contributions to the en- 
ergy and flux may not be additive. 

The average over the cavity vciune of the energy per unit volume was denoted by e 
in Chapter 9.     Thus, 

e  V   =      / edV     , (Eq. 10-25) 

which is the total acoustic energy contained in the cavity.     Equation 10-24 implies 
that   : 

^r / -v ■ 
A 

(Eq. 10-26) 

where n is an outward pointing normal to the surface of the cavity and the second in- 
tegral is carried over the entire cavity boundary.     The last term in Eq. 10-26 is the 
rate at which the boundaries of the cavity do wo k on the acoustic field.    In the next 
section these results will be used to express the rate of change of acoustic energy 
of a cavity, in terms of the acoustic admittance of its boundaries. 

3.   Acoustic Amplification 

3.1.   The Acoustic Admittance 

The ratio of the complex velocity amplitude to the complex pressure amplitude for a 
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monochromatic wave is a complex vector function of x which we denote by Y.   Thus: 

Y     v(1 /pn 

where p() and v0 are defined in Eos. 10-12 and 10-12a.    The outward normal com- 
ponent of Y, at a boundary will be termed the acoustic admittance of the boundary and 
is given by: 

Y -Ky.o   •   n)/p0]b , ~{Eq.  10-27) 

where the subscript b identifies conditions at the boundary.     (The reciprocal of 
this quantity is called the 'normal specific acoustic impedance' by acousticians; 
we do not employ the adjectives 'specific' or 'normal*, nor do we exploit the well- 
known electrical and mechanical analogies).     The quantify v is useful for calcula- 
ting monochromatic wave fields in acoustic cavities and transmission lines, whose 
homogeneous losses or gains are neg:    'ble compared with corresponding boundary 
effects.    Its value depends on propeiiies of the boundary and of the medium out- 
side the boundary. 

We note here that the acoustic energy, radiated through a boundary by a monochro 
matic wave in a cavity, can be expressed in terms of the pressure amplitude at the 
boundary and the admittance Y.    Thus, Eqs. 10-12,  10-12a and 10-27 imply that   : 

/P'r^y=    f   Re{p0elWt}Re{-io-neiWt}dy 
A A 

= /Rc{pne"■'',}    Re{Ypne'
w) cU/ 

A 

2 2 
= / |Po|  [Re{Y} cos (wt + 6) - Im{Y} \ sin (2 o»t + 2ö)]dj/  , 

A 

where the complex quantity po has been written as po =   | pol   ei0\    If this energy 
flow i ate is averaged over one oscillation period, then it is found that  : 

/  <p»v>   •   n  dy-|   /     ,pn.   2  Re{Y}  dj/  , (Eq. 10-28) 
A "" ~ A      '     Ul 

where the angular brackets represent a time average over an oscillation period. 

3.2.   Relationship Between Admittance and Energy Growth Rate for Monochromatic 
Waves in Cavities 

Let us consider a monochromatic wave field, in a cavity with negligibly small homo- 
geneous and boundary losses or gains.    The acoustic energy in such a cavity will 
be seen to be independent of time.     First, we shall relate the energy to ihe pressure 
amplitude for such a wave field.    Then we shall consider a small boundary loss as a 
perturbation to this field and compute the consequent time rate of change of acoustic 
energy.     Homogeneous losses or gains are not permitted here. 

Since the product of Eq. 10-13 with po can be written as   : 

V' (P0 £P0) - VP0 *   VP   + po
2   o>2/a3 = 0   , 

it follows that   : 
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J   <VP0'VP0)dV- /    p0
2dV.oT/a2     , (Eq.10-29) 

v    ~       ~ v 
provided that either p0 = 0 or^p0 • ,n = 0 on the boundary of the volume V.    The 
second of these boundary conditions is equivalent toy0 • & = 0 becausegQ - VpQ 
(see Eq. 10- 12a).    It is seen from the definition of acoustic energy flux that this 
flux vanishes at the boundaries of V, only if one or the other of these two boundary 
conditions is satisfied;   i.e., these are the boundary conditions for zero surface 
work and they correspond to either Y = °°  »r Y » 0 (see Eq. 10-27).     The lossless 
cavities that concern us have rigid-wall boundaries and therefore obey Eq. 10-29 be- 
cause Vp0 = 0 (Y = 0) at the boundary of V.     It is easy to show from Eqs. 10-12, 10- 
12a, 10-23, 10-25 and 10-29 that for a monochromatic wave field in such cavities  : 

e =   /     |pn I2  dV/2p  a2V   . (Eq. 10-30) 
v fQ 

The demonstration of Eq. 10-30 entails a little manipulation with complex numbers. 
In view of our rigid-wall boundary conditions, Eq. 10-26 implies that de/dt = 0 here, 
as is in fact implied by Eq. 10-30 and the early assumption that p0 is independent of 
t. 

Next, we permit the value of Y at the boundary to differ from zero but still require 
that its magnitude be small compared with the characteristic admittance (reciprocal 
of characteristic impedance) of the internal gaseous medium, a/p .    In general, for 
monochromatic waves in cavities, Eqs. 10-25,  10-26 and 10-28 show that the value 
of e, averaged over one oscillation cycle, changes with time arording to   : 

<de/dt>=-/     |Po|2   He{Y}   d J//2V   . (Eq. 10-31) 

Under the present assumption of small losses and gains, Eq. 10-30 may be used as 
an approximation to e in Eq. 10-31 and the resulting equation implies that the pres- 
sure amplitude | Pö | will change with time.    Since the geometry of the cavity re- 
mains fixed, the solution to Eq. 10-13 car. change with time through a time-depend- 
ent multiplicative constant that is independent of position in the chamber.    Henc, 
we may replace p0 approximately by p0f(t) with f(0) = 1 in Eqs. 10-12   10-12a, 10- 
30 and 10-31.     We then deduce from Eqs. 10-30 and 10-31 that d|f|   /dt = 2a If I    , 
where   : 

<* = -/  [   |pb|2/ejRe{Y}dV/4V   . (Eq. 10-32) 
A 

in which e0 is the value of e at t = 0. 
e a , which implies that  : 

The solution to the equation for |f|    is Iff 

e   =  e0e2at (Eq. 10-33) 

and leads to replacement of |p0| by |p0| eat.    The quantity e appearing in Eq. 10-33 
must be considered to be averaged over an oscillation period because when ot/ 0 
there exist periodic variations in e during an oscillation cycle that are washed out by 
the average in Eq. 10-31. 

Clearly, this hueristic derivation can be meaningful, only if |cr| « |w| because the 
time derivative in Eq. 10-31 is an average over one cycle;   the changes brought 
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about by pains and losses at the boundaries must represent small fractional changes 
in energy or amplitude during one oscillation cycle.    Ti\U this condition is approx- 
imately equivalent to the originally stated condition that  jY| a/p, is apparent 
from Eqs. 10-30 and 10-32 and the order-of-magnitude relationship u> » aA/V, since 
Eqs. 10-30 and 10-32 imply a- p a:!Re ft) A/V « [ |Yl/(a/p)JaA/V.     If  |Y!   were 
as large as a/p, then the boundary would be properly matched with the cavity and 
all of the acoustic energy could be transmitted through the boundary in atimr of (he 
order of an oscillation period. 

3.3.   Alternatives and Generalizations 

The results obtained in Section 3.2 were quoted previously in Chapter 9.    The ar- 
guments can be made much more precise by treating specific geometries.    When 
the geometry and the boundary values of Y are specified, exact formulas can be de- 
rived for the growth constant a and also for the frequency w (which differs slightly 
from the usual formulas such as Eq. 10-22, if  a/ 0 but   |a| <C |a>|).    We shall not 
quote any of these exact results because they differ for cavities of different shapes. 

Since energy densities, averaged over a cycle, are additive for monochromatic 
v/aves of different frequencies, the reasoning of Section 3. 2 may be carried out in- 
dependently for the oscillations in each natural frequency of a cavity. 

The results of all theoretical studies of amplification of linear acoustic waves in 
solid propellant rockets that have been reported are expressible basically in terms 
of acoustic admittances of burning surfaces;   homogeneous amplification mechanisms 
have not been investigated.    Therefore, the theories of amplification that we shall 
review in this chapter are theories of the surface acoustic admittance.    Before con- 
tinuing with our discussion of amplification, we shall review existing theories of 
acoustic damping.    Both homogeneous and boundary damping mechanisms have been 
considered. 

4.   Acoustic Damping Mechanisms 

4.1. Introduction 

We plunge immediately into details of analyses of specific damping mechanisms, 
considering boundary damping first and then homogeneous damping.    A summary of 
the relative importance of the various mechanisms and of the depth of our theoretical 
understanding of the mechanisms is given at the end of Section 4. 

4.2. Nozzle Damping 

4.2.1.   End-Vented Chambers - Literature   -  The first analysis of the acoustic 
admittance of a choked nozzle was given by Tsien (1), who considered quasi-one - 
dimensional nozzle flow subjected to isothermal longitudinal oscillations in the flow 
variables at the entrance plane.    He obtained results for oscillations of very low 
frequencies and very high frequencies.     His analysis was extended by Crocco (2), 
(3) to,include arbitrary longitudinal oscillations at the entrance plane and for the 
most important case of isentropic entrance-plane conditions, to include also arbi- 
trary frequencies.     Crocco's results are applicable directly to longitudinal modes 
in a cylindrical chamber, with a choked nozzle at one end.    Some results for trans- 
verse and mixed modes in this same geometry have been obtained more recently (1). 
The currently available results are summarized in Ref.(3).    We review here (he 
essentials of the work in Ref. (5). 

Formulation   -   The objective of the analysis is to obtain a relationship between pn, 
and V0 at the entrance plane of the nozzle for monochromatic waves.    In order to 
accomplish this, the quasi-one-dimensional, time-dependent conservation equations 
are written for a nonreacting, calorically perfect, ideal gas that is presumed to 
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flow through ihr nozzle with negligible transport fluxes ar>d negligible body forces. 
Each dependent flow variable is written as the sum of a mean quantity, that is a 
function only of the axiai coordinate x and a fluctuating quantity that is a function of 
both x and L     Thus, the formulas given in Eq. 10-7 are employed for p and p and 
the x component of the velocity v is expressed in a similar manner   : 

v   =  v   + v' 

All fluctuating quantities including v', are assumed to be small compared with the 
corresponding mean quantities, so that the governing conservation equations, Eqs. 
6-7, 6-8 and 6-9 of Chapter 6, can be expanded to first order in these small quan- 
tities.     Reasoning analogous to that leading to Eq. 10-6 shows that if the oscillations 
are isentropic at the entrance to the nozzle, then they remain isentropic throughout 
the nozzle and p' and p' are related according to Eq. 10-8, where 'a' is now the local 
speed of sound, which depends on x.     Although entropy oscillations are permitted 
(3), we consider here only the isentropic case.    The resulting conservation equat- 
ions (generalizations of Eqs. 10-1 and 10-2) can then be expressed in the form   : 

3(p'/p)/dt + v   d(p1/p + v'/v)/dx  -   0 (Eq. 10-34) 

and   : 

d(v'/v)/fU + v 3 (v7v)/dx 3 [-2v'/v + (y- l)pf/p|dv/dx -(a2/i;)3(p'/p)/ax, 
(Eq. 10-35) 

where y is the constant ratio of specific heats.    Monochromatic waver are consid- 
ered next, i.e., Eqs. 10-12 and 10-12a are introduced, so that tne set of ordinary 
differential equations   : 

v di//dx + v dcr/dx + iii) cr =   0 
, (Eq. 10-36) 

v diVdx + (a /v) da /dx + (2dv/dx + iu) v- (y - l)(dv/dx) a =   0 

is obtained.    Here  : 

u= vn/v    ,      (T = p{)/y       p0/yp  , 

and the admittance that we wish to obtain is   : 

Y= (v/yp)£    {v/o)k     , (Eq. 10-37) 

in which the subscript £ identifies conditions at the entrance plane of the nozzle.   In 
Eq. 10-36, v and a2 are functions of x, that are presumed known from the steady- 
state solution for quasi-one-dimensional flow through the nozzle, u> and y are pre- 
sumed known constants and v and a are the unknown dependent variables. 

Equation 10-36 is a second-order system and therefore would be expected to require 
two boundary concisions for determining a solution.    The quantity o^may be thought 
of as being specifi 'd.     The second boundary condition is the restriction that no 
waves can be transmitted upstream from the supersonic divergent section of the 
nozzle.    It is easy to see that the throat (v = a) is a singularity of Eq. 10-36   and it 
turns out that an alternative form of the second boundary condition is the restriction 
that the solution to Eq. 10-36 remain regular at tne throat.    Thus, one need only 
find the solution to Eq. 10-36 that is regular at the throat, adjust the arbitrary mul- 
tiplicative constant appearing therein so that 0£ takes on a pi escribed value, then 
calculate the resulting u^und finally compute Y from Eq. 10-37.    This procedure 
can be carried out for any nozzle shape;   the solution to Eq. 10-36 would be found by 
first expanding Eq. 10-36 about the nozzle throat in order to obtain the first few 
terms in the series expansion of the regular solution and then continuing the solution 
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upstream by numerical integration.     If one is interested only in frequencies w that 
are either very small or very large, then one can alternatively expand Eq. 10-36 in 
powers of either ico or l/iu> and thereby extract analytical solutions for nozzles of 
arbitrary shape.     For nozzle shapes that cause v to increase linearly with x, 
Crocco succeeded in obtaining accurate solutions for all values of u> .  without re- 
sorting to numerical integration. 

Solution for Linear Velocity Profiles   -   If v is a linear function of x, one can write: 

dv/dx - v/x =ajxl = (a, - vfi)/(x} - x^)     , (Eq. 10-38) 

where the subscript t Identifies conditions at the throat and the origin of the x co- 
ordinate has been selected for convenience in simplifying the representation of the 
solution.    In terms of the dimensionless dependent variable   : 

z -(x/x()
2   =   (v/at)

2    , 

which can be shown to be related to the local Mach number M according to   : 

z   =   (y+ 1)   M2/[2 + (y - 1)M2]      ,. 

it can then be shown that Eq. 10-36 implies that v is given in terms of o by means of 
the formula   : 

v = [(Y - 1 + ij3 ) a  - (y + 1)(1 - z) da/dz |/(2 + iß ) (Eq. 10-39) 

and that o is the solution to the equation   : 

z(l-z)d2a/dz2 -|2+2i/3/(y +1)] zdo/dz - [iß (2+iß)/2(y + l)\u= 0, (Eq. 10-40) 

where a dimensionless frequency has been defined as   : 

ß s= WXt/at= u>(x{- x£)/(at - v^)    , 

which is seen to involve, as the characteristic frequency, the ratio of the sound 
speed at the throat (provided that the Mach number at the entrance to the nozzle is 
sufficiently small) to the length of the subsonic portion of the nozzle.     Equation 10- 
40 is the well-known hypergeometric equation.    The solution that remains regular 
at the throat (z = 1) is  : 

(J -  CF(a.b,c;   1-z)     , (Eq. 10-41) 

where C is an arbitrary (complex) constant, F is the hypergeometric function and 
the parameters a, b and c are related toy and ß according to   : 

c   -   1+a+b = 2+ 2i/3/(y+1);       ab   --   iß(2 + iß)/2(y + I)     . 

Equations 10-37,  10-39 and 10-41 yield Y directly. 

The asymptotic expansion of F as z approaches zero, is useful in obtaining numeri- 
cal values of Y for the chamber Mach numbers M £ of greatest practical interest (3). 
Explicit expansion formulas for large and small values of ß are also given in Ref. 
(3).     The results of the calculations are conveniently shown as graphs of the real 
and imaginary parts of Y(yp/v)^ = (tVu) $ as functions of the dimensionlc s freq- 
uency ß, for various values of y and of the mean Mach number Mf at the entrance 
to the nozzle.    Such curves for y - 1. 2 are shown in Figs. 10-1 and 10-2.     It will 
be noted that the real and imaginary parts of Y are both always non-negative and are 
typically of the order of magnitude of (v/p)^ . We might also remarkthat Re{(i//a)^J 
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im 

Fig. 10-1    Real part of the dimensionless nozzle admittance (yp/v)p Y as 
a function of the dimensionless frequency u>(x, - xd)/(a, - v/?), 

i | for various values of the nozzle entrance Mach number Mf, 
{(."/ a)Qf with isentropic oscillations and with y = 1.2,  (3). 
5.0 r- 

Fig. 10-2    Imaginary part of the dimensionless nozzle admittance (yp/v) 
as a function of the dimensionless frequency w(x, - x^)/(a -• vtf} 

for various values of the nozzle entrance Mach number My, wrt 
isentropic oscillations and with y = 1    ',  (3). 

wrth 
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approaches {y-\)/2 and Im \(v/(f)t} approaches zero linearly as ß approaches zero, 
while Re {( if/o)( ^approaches l/M p and Im ((r/u) f 1 approach 'S zero like 1   ß as /J 
approaches infinity. 

Discussion of Results   -   Since these quasi-one-dimensional results imply thut soric 
end nozzles produce contributions to Y that are roughly of the order of (v p)f ,  it 
follows that the effect of the nozzle on longitudinal chamber oscillations can be acc- 
ounted for by moans of the perturbation approach of Seci'jn 3 s    iong as the gas 
Mach number, at the entrance to the nozzle,  is small compared with unity.     If this 
condition is not satisfied, then the nozzle produces a sizeable effect on the waveform. 
When this condition is satisfied, them the nozzle losses turn out to be roughly of the 
same order of magnitude as the amplification due to the combustion zone and there- 
fore nozzle losses are always important.     What the admittance term gives is the 
radiative contribution to the nozzle loss;   there is also a convoctivr loss which is of 
the same order of magnitude but can be calculate«:' much more simply (5).     It should 
be apparent from Eq. 10-26,  for example, that if a mean outward normal component 
v of velocity exists at a boundary b, then the acoustic energy (ev)   is convected out 
of the system at the boundary, per unit area per second. 

Non-One-Dimensional Oscillations   -   The results of Ref. (3) were extended (4) to 
include non-one-dimensional oscillations in quasi -one-    mensional nozzle flow. The 
basis of the extended analysis closely resembles that i    Ref. (3);   for example, the 
assumption of a linear mean velocity profile is retained.    The new aspects arising 
here are that partial differential equations are obtained in place of Eq. 10-36 and that 
separation-of-variables techniques must be employed in a suitable coordinate sys- 
tem, in order to obtain solutions.     The results are expressed in curves similar to 
Figs. 10-1 and 10-2, but an additional parameter arises which characterizes the de- 
parture of the mode from one-dimensionality and is essentially equivalent to the 
quantity /3mk   of Eq. 10-21.     The intriguing aspect of the new results is that for cer- 
tain combinations of values of ß and the new parameter ß      , the value of Re {Y} is 
found to be negative, corresponding to amplification of oscillations by the sonic 
nozzle, i.e. conversion of mean-flow energy i    o acoustic energy.     Closer scru- 
tiny of the results reveal that at any given value of /3mk > significant amplification is 
predicted only for dimensionless frequencies ß which correspond to values of u) be- 
low that given by Eq. 10-22;   i.e., appreciable negative radiative damping by the 
nozzle is not realized for any of the natural modes of the cylindrical chamber cavity. 
For purely transverse modes, the radiative nozzle damping is found to be very 
small, while for 'nL:?d longitudinal-transverse modes, the damping is of the same 
order of magnitude as for longitudinal modes [ |Yl ~(v/p)^ ].     However, the convec- 
tive term is of the same order of magnitude for transverse, longitudinal and mixed 
modes. 

Comparison of Theory and Experiment   -   Experimental tests of the admittance re- 
sults described here for longitudinal modes have been renorttd (6),  (7),     The ad- 
mittance at the entrance plane to a choked nozzle was measured as a function of the 
dimensionless frequency ß by means of a pressure transducer and a hot wire anem- 
ometer (6).     Agreement between theory and experiment was good, within experi- 
mental error, for Im{Y} (6).     Good agreement for the frequency der mdence of 
Re{Y} was also obtained after empirical corrections for the existence of nonisen- 
tropic conditions were introduced;   without these corrections, which served the 
purpose of bringing experiment into agreement with theory,  measured values of 
RC(Y} were larger than theoretical values by as much as a factor of 2 at low freq- 
uencies and low mean pressures (3).     Recent measurements of the "Q" of a cham- 
ber and also of the decay rate of oscillations in the chamber, were interpreted as 
providing values of Re{Y} in the- limit ß -+Q (very short nozzles) on the grounds that 
all other losses were believed to be negligible (7).    The initial results (7) implied 
values of ReJY} that were as much as an order of magnitude above the theoretical 
value but more recent unpublished results appear to exceed the theoretical value by 
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no more than a factor of 2.     it is not yet clear how accurate the experiments (7) 
arc;   furthermore, other loss mechanisms such as viscous wall losses may be of 
some importance or the abi upt nozzle geometry may induce me;m flow separation 
well upstream from the actual nozzle entrance, so that the effective value of ß is 
appreciably greater than zero and the proper theoretical value of Re {Y} is larger 
than presumed (see Fig. 10-1).     At any rate, close experimental verification of the 
theoretical value of ReJY} for sonic end nozzles subjected to longitudinal modes is 
lacking today.     This maybe an example in which the theory is more accurate than 
the existing experiments. 

4.2.2.   vSide-Vented Chambers   -   Sonic Nozzles   -   For side-vented chambers with 
sonic nozzles, the convective energy flux can be evaluated relatively simply but the 
only theory available for the acoustic admittance is the one discussed in Section 
4. 2. 1   'Non-One-Dimensional Oscillations', which is based on a quasi-one-dimen- 
sional mean flow approximation.    The quasi-one-dimensionai approximation is 
poor for typical side nozzles and therefore an acceptable procedure for calculating 
Y in these cases does not exist yet.     The losses are expected to be very small for 
small sonic side nozzles located at pressure nodes (5).     The theoretical problem 
posed here is difficult but probably not insurmountable. 

Literature on Subsonic Orifices   -   Many theoretical papers are available on the 
acoustic losses of subsonic orifices located in the sides of cylindrical chambers. 
The earliest studies and seme of the later ones neglected mean flow effects entirely 
(8). (9), most later theories (5),  (10-12) accounted for low-Mach-number flowthrough 
the orifice.     Consideration of mean flow appears to provide only a relatively easily 
estimable convective loss;   the admittance characterizing the radiative loss is not 
affected appreciably by mean flow of sufficiently low Mach number.    Small centr- 
ally located vents experiencing pressure antinode conditions, e.g., even longitudin- 
al chamber modes, and pressure node conditions, e.g. odd longitudinal chamber 
modes,  have been analyzed (10),  (11). Small vents located at arbitrary axial posi- 
tions along a cylindrical chamber have also been studied (9).     This last study per- 
mitted arbitrary orifice length and orif.ee cross-sectional geometry, subject only 
to the condition that the orifice shape be symmetrical about a p! me transverse to 
the axis of the cylinder.     The principal conclusion of the study was that the piston- 
like radiation mode,  encountered when the orifice is located at a pressure antinode, 
will be the dominant term in the orifice admittance under practically all conditions. 
For example, if the center of a short circular vent of radius r is located ,\t an axial 
distance x from the midpoint of a cylindrical chamber, which experiences an odd 
longitudinal mode of wave length A, then the piston-like contribution to the admitt- 
ance exceeds the antisymmetric contribution, which is the only contribution that is 
present for x = 0, whenever x/r > 1.2r/A.    Values of r and A commonly encount- 
ered inT-burners are such that according to this criterion, errors considerably 
less than a millimeter in centering the orifice at the midpoint, can cause the piston- 
like contribution to become dominant.    Since the piston like contribution depends 
appreciably on x (increasing linearly with |xl), a corollary of this observation is 
that variations which generally occur in internal chamber dimensionf during burn- 
ing, wMl cause the orifice loss of a T-burner operating in the usual first longitud- 
inal mode to vary appreciably during an experimental run.     Experimental evidence 
for the occurrence of such variations was cited in Chapter 9 Section 4. 6. 4. 

The rate of dissipation of acoustic energy by a short subsonic side vent of cross- 
sectional area A, is roughly of the order of   : 

.2 2    v 
(pa)   |p(i /p|     A (A/A   /     '. 

where n = 1 for the piston-like contribution to dissipation and n = 3 for the anti- 
symmetric contribution,     In this formula, the pressure amplitude p0 is to be ev- 
aluated at the center of the orifice for n = 1;   it is the peak pressure amplitude in 
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the chamber for the antisymmetric case.    The dissipation rate due to the piston - 
like effect is often significant;   the other is not. 

4.3.   Other Boundary Damping Processes 

/ 4.3.1.   Wall Friction   -  Introduction 

As an elementary example of a classical boundary damping mechanism, we calcul- 
ate here the energy dissipation caused by the no-slip boundary condition that must be 
imposed at the solid wall of a cavity.    Our analysis wili be highly simplified and 
designed only to convey physical ideas.    More accurate results will be summarized 
later in Section 4.3.1,  'Accurate Formulas for Dissipation due to Wall Friction'. 
Effects of related boundary damping processes (e.g., wall heat transfer) will also 
be discussed later in Section 4.3.2. 

Associated with acoustical waves are nonvanishing velocity components parallel to 
the walls at surfaces of the cavity.    These acoustical velocities produce oscillatory 
viscous boundary layers adjacent to the walls.    The study of oscillatory boundary 
layers dates back more than a century and a half (13), (14);   a relatively recent re- 
view may be found (15).    It is well known that energy dissipation occurs within these 
boundary layers. 

Formulation   -   Let us examine a flat element of the surface of the cavity, at which 
the complex amplitude of the component of velocity parallel to the surface is VQb- 
For the sake of simplicity, we shall assume that the mea>: gas velocity relative to 
the wall is zero and that the local acoustical density oscillations are negligibly 
small.    We also neglect the dependence of the acoustical amplitudes on the spacial 
coordinates parallel to the wall.    The system under study is therefore a plane wall 
subjected to incompressible harmonic velocity oscillations of the fluid adjacent to 
it, the oscillations being spacia'ly uniform in planes parallel to the wall.    We wish 
to solve for the dependence of the velocity on the coordinate normal to the wall and 
to calculate the rate of viscous dissipation per unit surface area. 

The governing conservation equations of fluid dynamics are easily written down for 
this problem.    It is simplest to write these equations in the noninertial coordinate 
system in which the acoustical velocity is zero and the wall oscillates with a com- 
plex velocity amplitude VQ^.    In this coordinate system, a noninertial term in the 
momentum conservation equation cancels the pressure gradient term and the mom- 
entum equation (a combination oi Eqs.6-8 and ö-ll of Chapter 6) reduces to   : 

p 3 v/ at = 3 (u 3 v/ a y)/ ay    , (Eq. 10-42) 

where P andfi are the constant, mean, fluid density and coefficient of viscosity, v 
is the corrponent of fluid velocity in the direction of oscillation of the wall and y is 
the coordinate normal to the surface.     The other conFervation equations are satis- 
fied automatically by the character assumed for the flow field.    Letting the wall be 
located at y = 0, we find that the boundary conditions for Eq. 10-42 become   : 

v   =  vOKe
1   l at  y = 0       and   v—»-0 as y  —♦ oo . 

Solution and Res "" = e solution to Eq. 10-42 subject to the imposed boundary 
conditions is straight;" »rward.     With v<)(y) defined by   : 

v   =  V 
Eq. 10-42 implies that   : 
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d v0 /dy    =  (iwp/p)v0     ;     v0 - v0b at y = 0, v0 = 0 at y =    oo , 

and therefore   : 

= v, Ob 
-(1 + i) y V ü'p/2ß 

This formula shows tiiat the osci 'atory viscous boundary layer extends a distance of 
the order of V2ß/p a> from the wall into the gas;   for typical chamber conditions this 
distance, which ;iepends on oscillation frequency but not on amplitude, is of the order 
of 10" cm. 

The time-average rate of dissipation, energy per unit volume per second, is easily 
shown to be (8); 

\ p (dv0/dy) (dv0/dy) * 

where the star identifies the complex conjugate and therefore the rate of energy 
dissipation per umt surface area per second is   : 

co 

/   l ß (dv0/dy) (dv0/dy)*  dy = |   |v()b|
2 ißup/2    . (Eq. 10-43) 

0 ' 

This dissipative energy flux is roughly of the order of  : 

, 2    / I        /-   |  2 
a   V ßu>p | PQ/P I 

increases in proportion to the square root of the mean chamber pressure at con- 
stant mean temperature and constant velocity amplitude and turns out to have a 
numerical value that is perhaps ~ 10% of the acoustical energy flux, that is genera- 
ted by representative surface combustion processes.    Thus, wall friction may well 
constitute an important dissipation mechanism.    Its relative importance, of course, 
depends strongly on chamber geometry and on what modes are excited;   there are 
geometries in which it is negligible and others in which it is dominant. 

Accurate Formulas for Dissipation Due to Wall Friction   -   In view of the approxi- 
mations involved in its derivation, Eq. 10-43 is surprisingly close to an accurate 
formula for the viscous dissipation rate at a solid wall.    A variational technique 
has been employed to account for effects of mean flow at low Mach number and of 
mean temperature gradients on damping, by wall friction (16).    The result is that 
the dissipation rate given in Eq. 10-43 is replaced by the quantity   : 

v     I 2 (T   /T f   JpTup  /2 lt..       I   2 
2 

where T is the time-average temperature, the subscript w implies that the quantity 
is to be evaluated at the wall and the subscript c implies that the quantity is to be 
evaluated in the chamber, outside the boundary layer.     Since the walls are usually 
cooler than the gases in rocket combustion chambers, this formula implies that use 
of Eq. 10-43 will lead to an overestimate of the wall friction losses.    In T-motor 
operation, T    usually increases during an experimen al run?   wall friction can 
therefore provide an additional cause of time-dependent losses in these research 
devices. 
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Two different physical phenomena influence the modified dissipation formula quoted 
here.     First, if a mean temperature boundary layer exists, then the wall tempera- 
ture differs from the temperature in th« bulk of the gas and therefore the mean pro- 
perties ß andp which are functions of temperature, vary through the mean temp- 
erature boundary layer.    In Eq. 10-43, one has the problem of deciding at what 
temperature to evaluate /* and p .     In view of the derivation of Eq. 10-43, these 
quantities should obviously be evaluated in the oscillatory boundary layer.    At vir- 
tually all frequencies and geometries of interest for gas-filled^hambers, the osci- 
llatory boundary layer is much thinner than any mean temperature boundary layer 
and is buried deep within it, next to the surface.     Therefore, the properties ß and 
P that are 'seen' by the oscillatory boundary layer are the wall properties, /xvv and 
Pw .    This explains the physical reason for the subscripts w on the quantities under 
the radical sign in the formula. 

Secondly, if there is a mean temperature boundary layer then the amplitude of the 
velocity oscillation varies through this boundary layer.     The reason for this is that 
the pressure, both mean and oscillatory amplitude, remains constant across any 
boundary layer (15), and therefore, if the temperature varies then the density varies 
inversely with T.     Such a density variation produces a variation in the velocity amp- 
litude that is inversely proportional to p and therefore directly proportional to T 
(see Eq. 10-12a, for example).    Since the oscillatory boundary layer is so thin, the 
velocity amplitude 'at infinity' for this boundary layer is the velocity amplitude at 
the wall surface of the mean temperature boundary layer.    Since the amplitude v 
corresponds to mean temperature T( and is calculated without regard for the pres- 
ence of a mean temperature boundary layer, it then follows that vob niust be corr- 
ected by the factor (Tw /Tc), in order to obtain the effective external velocity amp- 
litude for the dissipation-producing oscillatory boundary layer.    The factor (T w / 
Tc)

? in the formula quoted arises in this manner. 

In addition to allowing for a mean temperature boundary layer, the analysis (16) also 
permits a mean velocity boundary layer.    It is interesting to note that such a bound- 
ary layer was found to produce a negligible direct effect on the dissipation formula 
obtained here.    The first correction term is of the order of the square of the mean 
external Mach number.     For many modes in typical chambers, the square root of 
the mean external Mach number is roughly of tne same order as the ratio of the 
oscillatory to mean velocity boundary layer thicknesses. 

The results obtained (16) have been used in Ref. (5) to calculate the contribution to 
the pressure decay exponent - or(Eq. 9-1 of Chapter 9) produced by friction on the 
side walls of a rigid-walled cylindrical chamber, experiencing an arbitrary stand- 
ing-wave acoustic oscillation mode.    In the notation of Eq. 10-21, the result given 
(5) is  : 

-0 = 
:\2p   £R2 fl - (m/ß L)][l + ß     f/iHrRrr'1   ' 

m k ' ' m k 

As expected from Eq. 10-43,  a is seen to be inversely proportional to the square 
root of chamber pressure at constant chamber temperature.     We might remark 
here that formulas analogous to Eq. 10-44, for practically all contributions to gains 
and losses that have been subjected to theoretical analyses, are given (5) for 
standing modes in cylindrical chambers with rigid walls. 

4.3.2.    Wall iloat Transfer   -   The phenomenon analyzed in Section 4.3. 1 arose 
from acoustic velocity oscillations m the vicinity of a wall and the corresponding 
dissipation vanishes when v0b  = 0.     Temperature oscillations in tne vicinity of a 
wall also dissipate the acoustical energy in the cavity;   such heat transfer effects 
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vanish only when p0l) = 0. 

The approach to a theoretical analysis of the heat transfer effect closely resembles 
the approach of Section 4.3. 1.     So long as the temperature of the solid wall does 
not exactly follow the acoustical temperature oscillations of the gas in the cavity at 
the wall, an oscillatory temperature boundary layer is established adjacent to the 
wall.     As in tin,- previous section, this temperature boundary layer is generally thin 
compared with any mean temperature boundary layer which may be present, due to 
a difference between the mean gas and wall temperatures.     Under the assumption of 
an isothermal wall, a simple analysis analogous to Section 4.3.1,  'Solution and Re- 
sults', yields as the rate of acoustical energy dissipation per unit surface area per 
second   : 

[(y-l)/2y IP |p0b/p|2 (u\/2~pc/2    , 

where y is the ratio of specific heats, cp is the time-average specific heat at con- 
stant pressure for the gas, X  is the time-average thermal conductivity of the gas and 
poi) is the pressure amplitude evaluated at the surface in question.     Consideration of 
the presence of anymean temperature or velocity boundary layers merely directs 
one to evaluate \, p and c^ in  this formula, at the wall temperature attained in the 
mean boundary layers.    The first correction term to this formula is roughly of the 
order of the square root of the external mean flow Mach number, as opposed to the 
square in the previous section and arises as a result of the gradient of the mean 
temperature in the gas at the surface of the wall (16). 

The formula for thermal losses that corresponds to Eq. 10-44 is (5)  : 

-a = (y-l)(mr\   a/2p   c      |RV[1+(/3     i /mrR)2 ]*/[l-(m/ß     f } . 
»    pw mk mk  {Eq   10.45) 

The contribution to a given by Eq. 10-45 is usually small compared with that given 
by Eq.10-44. 

4.3.3.   Complex Wall Loss Phenomena   -   Many other wall loss mechanisms might 
be discussed.     For example, solid walls are never perfectly rigid and mechanical 
elastic responses may be of importance, particularly at sharp orifices or in regions 
of high acoustic amplitudes.     For high acoustic velocities, acoustic streaming may 
begin and transition to a turbulent kind of acoustic boundary layer may occur.    At 
high mean flow velocities, conversion of mean flow kinetic energy to acoustical en- 
ergy may occur in boundary layers of proper geometries, with a resulting tendency 
toward amplification of the acoustic wave field.    Appreciable modification of wall 
damping may occur, usually leading to increased dissipation, if solid or liquid 
materials condense on the wall;   such effects would be very difficult to calculate. 
None of these additional phenomena have received accurate theoretical study. 

4.4.   Homogeneous Damping 

4. 4. 1.   Viscous and Heat Conduction Losses   -   Since the acoustic amplitudes are 
functions of position in the cavity, gradients in velocity and temperature are pro- 
duced by the acoustic oscillations and in turn, cause viscous stress and molecular 
heat conduction processes to occur.     These processes, which occur throughout the 
volume of the gas not preferentially at boundaries, dissipate acoustical energy. 
Subject to reasonable approximations, the equations describing sound propagation 
with viscous and heat conduction effects included, are linear and are therefore 
amenable to rather accurate analytical treatment.     Many such theoretical analyses 
appear in the literature.     However, for our purposes these results are unimportant. 
For conditions of interest in rocket combustion instability, these homogeneous 
losses are so small that they can always be calculated as small perturbations on the 
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inviscid acoustic field and indeed they are usually entirely negligible (4),  (5).   We 
now substantiate this claim by comparing the order of magnitude of these losses 
with the order of magnitude of the wall friction losses. 

The acoustical energy per unit volume per second dissipated homogeneously by vis- 
cous phenomena, is of tl » order of   : 

V1 2 I I ">        2 
V  ;   (nv/ax.)    ~   M    v_    ,/x" 

j V "   |Ä0' 

where \ - a/w is the wave length of the acoustic wave.     The total acoustical energy 
per second dissipated in the chamber is therefore approximately   : 

.2        2      2 
ß  | vj   (w /a )  V, 

where V is the volume of the chamber.     We have seen in Section 4. 3.1,  'Solutions 
and Results',  (Eq. 10-43), that the acoustical energy dissipated at the wall, per unit 
surface area per second, is of the order of |#0 |    v^wp-    Therefore, the total 
acoustical energy per second dissipated at walls of the cavity is roughly   : 

hjnj        fßup       A    , 

where A is the wall area.    The ratio of the homogeneous dissipation to the boundary 
dissipation is therefore   : 

[ Jwp/p     u>/a2   ] (V/A)    . 

For the representative numbers ß/ß4= 10" l cmVsec,   Cü = 103scc_1, a = 105cm/sec 
and (V/A) = 10 cm, this ratio is 10"  .    Thus, homogeneous viscous dissipation is 
usually negligible.    An analogous argument for heat conduction shows that homo- 
geneous dissipation by molecular heat conduction is negligible in comparison to wall 
heat conduction losses, by approximately this same factor.     These homogeneous 
dissipation mechanisms will be of importance only for very large chambers (V/A 
large) and for the high-frequency modes, note the u> / " dependence of the ratio. 
Tnese homogeneous losses become very large for wave lengths approaching a mole- 
cular mean free path. 

4.4.2.   Chemical and Molecular Relaxation Losses   -   Homogeneous dissipation 
might also be produced by intermolecule and intramolecule relaxation responses of 
the gas to the acoustic field.    Under appropriate conditions, these effects are much 
more pronounced than the homogeneous dissipation mechanisms discussed above. 
In order to illustrate concepts, here we shall talk in terms of intermolecule relaxa- 
tion of chemical reaction.    Intramolecule relaxation of vibrational and other deg- 
rees of freedom, can be discussed in exactly the same way but chemical relaxation 
is likely to be more important under most of the conditions that prevail in rocket 
chambers. 

First, ii is necessary to realize that when relaxation processes can occur, two diff- 
erent sound speeds must be considered, an equilibrium sound speed and a frozen 
sound speed.     The definitions of these two quantities and the differences between 
them are discussed in Chapter 2 Section 2.     This observation poses the question of 
which sound speed should be used in calculating the acoustical frequencies of the 
cavity.     The obvious answer is, that if nearly frozen conditions prevail in the 
acoustic oscillations then the frozt    sound speed should be used while the equilib- 
rium sound speed is the appropriate one, if the oscillations are nearly in equilib- 
rium.     Before calculating the chamber frequencies, one should decide whether each 
of the relaxation processes that can occur will be frozen or in equilibrium.     Fort- 
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unately, frozen and equilibrium sound speeds usually differ so lilUe that it is not 
very important to make the distinction;   the calculated frequencies can seldom be in 
error by as much as a few percent.     The usual approach is to use the frozen sound 
speed In analyzing the nondissipative acoustic field. 

Associated with every relaxation process is a characteristic relaxation time T, 
which is proportional to the reciprocal of the rate of the process.     For any given 
acoustic frequency Gü, the process will be nearly frozen during the sound vibrauons 
if U»T >> i and it will be nearly in equilibrium if üJT<SC   I.    We now show that the 
effect of a relaxation process on the decay of an acoustic mode can be characterized 
in terms ofw, r and the frozen and equilibrium sound speeds. 

It can be shown (17) that when a chemical relaxation process occurs in the gas, the 
acoustic wave equation assumes the modified form   : 

4" (~h k   -    V2v) ♦  \ (-V 4-    V2v )  =   0    . (EC 10-46) 
\ ar    ?t I      T Va      at / 

where ar and a(, are the frozen and equilibrium sound speeds, respectively.    If we 
seek solutions of the form   : 

_,    ik •    x+ st 
v  =   Ve ~    ~ 

where V, k and s are constants, then we obtain   : 

rs+bs+rcjs + cj    =0    , 

2 2 2 2   2 
where b = % /ae   and u)    = af k .    We demand that the w defined here be real in 
order to investigate standing modes and since b is near unity, we set s = iu + or and 
assume that |a| «Mso that s   and s   can be evaluated by expanding to the first 

zing the 

(¥) 
power in a.    Solving the resulting approximate characteristic equation for a , we 
obtain 

u)T + ib 
i 2        ~72 
b  + (U)T) 

a - -  u) 

Since b is near unity, the real part of -a is approximately  : 

-a = wf(a2/a  2- l)/2|{wr/[l + (LOT)
2
} }    , (Eq. 10-47) 

f        e 

and ü) is approximately a natural vibrational frequency.    The quantity - «in Eq. 10- 
47 represents the decay constant appearing in Eq.9-1 of Chapter 9, which is seen to 
be proportional to9the difference between the squares of the frozen and equilibrium 
sounds speeds, af   - ar .    The general thermodynami^ result that af

>ap ensures 
that -a>0.    More detailed derivations of formulas equivalent to Eq. 10-47 may be 
found (18) for chemical relaxation and (19) for vibrational relaxation. 

Equation 10-47 shows that the dimensionless ratio a/u) depends on the product u> T 
as well as % and ae.    The quantity in the curly brackets in Eq. 10-47 approaches 
zero, when uo r~»0 and when a? r—°o;   it achieves its maximum value of 2 when u) r = 
1      Thus, the peak value of the decay constant is u>(af

2/ae
2-l)/4, which is attained 

when the relaxation time is of the .ame order as the oscillation period.    The decay 
constant is negligibly small when the oscillations are either nearly frozen or nearly 
in equilibrium. 
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Mosi vibrational relaxation times arc very small compared with typical oscillation 
periods, and the corresponding contributions to dirsipation are therefore small, al- 
though they generally c:   . „d the homogeneous viscous and heat conduction losses. 
Relaxation times for other internal molecular degrees of freedom are even shorter. 
However, chemical relaxation times span a wide spectrum of values and some of the 
chemical times in the produ :t .gases may well be comparable with the oscillation 
period.     The value of (at /a.L,~-l), obtained by considering only these critical chem- 
ical processes, wi'i usually determine the extent of dissipation by homogeneous re- 
laxation.    It foiiuws that the result will depend strongly on the propellant combina- 
tion and on chamber pressure and temperature.    In this regard, it is worth noting 
that relaxaiion times usually decrease rather rapidly as the mean temperature in- 
creases and, whenever the relaxation processes involve only two-body collisions, 
vary inversely with pressure.    Since the effective value of (af2/ae

2-l) practically 
never exceeds a few percent, the value of -aproduced by relaxation effects practi- 
cally never exceeds 10" a>.    Calculated nozzle and wall damping usually exceeds 
relaxation damping. 

4.4.3.   Other Homogeneous Damping Processes   -  A number of other homogeneous 
damping processes might be discussed.    For example, if chemical equilibrium is 
nearly maintained in the acoustic oscillations, then concentration gradients are pro- 
duced by the sound waves and molecular diffusion processes can occur, contributing 
additionally to the dissipation.    Acoustic losses due to thermal diffusion phenomena 
may be present in any case and pressure-gradient diffusion losses might be produced 
by the pressure oscillations provided that mean species mole fractions differ from 
mass fractions.    None of these processes have been investigated in any detail. 
However, there is reason to believe that these and other homogeneous damping pro- 
cesses are  small compared with relaxation damping. 

4.5.   Particle Damping 

4. 5.1.   Overview and Literature    -  When solid or liquid particles are present in 
the product gases, they can produce a considerable amount of acoustical dissipation 
provided that they are of the appropriate size.    Like the homogeneous damping dis- 
cussed in Section 4. 4, this damping is distributed throughout the volume of the gas 
in the cavity. 

In view of the results that we were able to obtain in Chapter 2 Section 3 for gas- 
particle nozzle flow, one might expect at first glance that a similar formulation 
could be employed to analyze particle damping relatively easily.    A closer look re- 
veals that many n?w problems may arise.    There are at least three characteristic 
distances that can occur in the particle damping problem, the particle radius r, the 
acoustic wave length X and the thickness of the acoustic boundary layer Jß/pu, 
which was identified in Section 4.3.1.    The nature of the problem will depend upon 
the relative magnitudes of these three length scales. 

The lengthVT^po; is greater than or comparable with X , only for wave lengths less 
than or comparable with a molecular mean free path and we have seen in Section 
4. 4.1 that such waves are rapidly damped by homogeneous viscous dissipation. 
Thus we care only about the cases where V ß/pu -C X ;   indeed, for typical condit- 
ions we saw that X ~10acm and v7ß/pu) ~10""2cm.    Cases in which r ^X are also 
uninteresting to us, since realistic systems will always have r«X.    This leaves 
two size regimes that concern us,  (a) vpT/pw < <r «X and (b) r « 4p7,  J ■    X . 
In typical motors, r ~ lO'^cm (see Chapter 2 Section 3) and therefore the system 
will be in regime (b), but fp/pu) is small enough for regime (a) also to be potent- 
ially of interest. 
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From our prior knowledge we can infer qualitatively what the flow will be like in 
regimes (a) and (b).    In regime (a), since the particle is large compared with the 
thickness of the oscillatory boundary layer, an acoustic boundary layer much like 
that analyzed in Section 4. 4.1 will develop on the surface of the particle.    We 
could, in fact, obtain a reasonable estimate of the acoustic attenuation produced by 
a particle in this regime, by taking the results of Section 4.4.1 and setting the wall 
area A equal to the surface area of the particle.    However, we shall not proceed 
with an analysis of regime (a) because regime (b) is of greatest interest.    In re- 
gime (b) where the unsteady boundary layer is thick compared with the size of the 
particle, there is time for essentially quasisteady viscous flow to develop ground 
the particle during each oscillation cycle and the instantaneous flow field about a 
spherical particle will correspond very closely to Stokes flow about a sphere.    In 
regime (b) it will therefore be possible for us to employ the Stokes drag law and to 
adopt a formulation which is similar to that of Chapter 2 Section 3.    From this dis- 
cussion, it will be seen to be somewhat fortuitous that the ideas of Chapter 2 Section 
3 are applicable for the particle damping conditions of greatest interest. 

Before proceeding to present a simplified analysis of particle clamping in regime 
(b), we should mention that treatments, which are much more comprehensive than 
ours, are available in the literature.    The source which is generally quoted for the 
theory of particle damping is Ref. (20), in which regimes (a) and (b) are treated sim- 
ultaneously by the same technique and the effects of both heat conduction and viscos- 
ity are included.    Actually, the physical content of the theory (20) is only slightly 
more general than that of Ref. (21), which was published in 1910 and is reviewed in 
Lamb's textbook (22).    In fact, analyses of many of the other damping processes 
that we have considered (Section 4.3.1, 4 3.2, 4.4.1) are given by Lamb (22), who 
aJso discusses and analyzes some damping mechanisms that we have not mentioned. 
The main point that is not treated entirely adequately in the early literature (21), (22) 
is the qu?stion of motion of the sphere due to its finite inertia.    Although the analy- 
sis (20) improves on this aspect of the problem, nevertheless, objections can still 
be raised on the grounds that (20) the amplitude of the displacement of the sphere is 
assumed to be small compared with the radius of the sphere.    More recent work 
(23) has removed tnis restriction.    The analysis given below does not contain this 
restriction either. 

4. 5.2.   Analysis for Very Small Particles   -  In studying the acoustic response of 
small, rigid spheres of a condensed material, we shall neglect the effects of heat 
conduction and shall assume that Stokes drag law holds for the sphere.    We employ 
the notation of Chapter 2 Section 3, letting the subscripts g and s identify properties 
of the gas and condensed phases, respectively.    A sinusoidal gas velocity will be 
assumed to be prescribed  : 

/ lum 
v     e , 

{     go 

ium 
v    =   Re 

and we shall solve for the amplitude and phase of the response of the velocity of the 
particle   : 

l iWt) 
v    =   ^e \ v     e      > 

Having obtained vs in terms of v , we shall use the result to compute the acoustic 
dissipation of the sound field in the gas.    It will be shown that the phenomenon is 
very similar to that of chemical or molecular relaxation treated in Section 4.4.2. 

From Eq. 2-72 of Chapter 2, it is apparent that the equation of motion of the spheri- 
cal particle is   : 
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4  ff r3 p    dv /dt = 6irr/i (v  - v )    , 

where P K is the specific gravity of the condensed material.     Substituting for v   and 
solving for vSo, we find  : s 

v    =v     (1 - i/3)/(l + ß2)    , (Eq.10-48) 
ro go 

where now the d'.mensionless frequency or dimension.less particle radius is defined 
as   : 

2 
ß =   2p  r   cü/9/.i 

The next task is to compute the rate of dissipation of acoustic energy.    From the 
ideas involved in the derivation of Eqs. 2-69 and 2-70 of Chapter 2, it can be seen 
rather easily that Eq.6-7 of Chapter 6 is unchanged, while the appropriate genera- 
lizations of Eqs. 6-8 and 6-9 of Chapter 6 that are required, in order to account for 
the force exerted en the gas by condensed particles are   : 

p   9 v / Dt = -   v p -: n   6JT r»i (v   - v ) 
g   ~g e '        s     ~g 

and: (Eq. 10-49) 

p  ah  /at = dp/Bt + n   67T r/u (v   - v ) ■ v      , 
g g S s g ~g 

where n s is the number of particles per unit volume and the nonlinear and molecular 
transport terms have both been omitted.    Using the equation of state for an ideal 
gas with constant heat capacities and constant mean molecular weight, we find that : 

2 

dh   =(-^T)  dp/p   - (4-:)  dp/p 

where  a  is the frozen sound speed.    Therefore, by substitution of the linearized 
form of Eq. 6-7 of Chapter 6 into the last of these two equations, we obtain   : 

2 
dp/dt = - p a   V- v   + (y_ i) n  6flrp.(£  - v ) ■ v      . (Eq. 10-50) 

g ~g S3 ~g g 

In this case the acoustical energy is (Eq. 10-23)  : 

e = p?2/2p a2 + ö v 2/2    : 
g g 

hence, dotting Eq. 10-49 into^ r   multiplying Eq. 10-50 by p'/p ra
2 and adding the 

two results, we obtain  : 

ae/at +  V-  (p'£ ) = n   öTTTMIY   -   V )• v      , (Eq.10-51) 
K R s        ~g ~g 

where a term containing the additional factor (pf/p)(y-l)/y has been omitted on the 
right-hand side since it is small compared with unity.     Equation 10-51 is the app- 
ropriate generalization of Eq. 10-24 when viscous particle damping is taken into 
account;   if he^* transfer to the particles were also taken into account here, then an 
additional term, proportional to (y-l)/V and arising from the analog of the last term 
in Eq. 2-70 of Chapter 2, would appear on the right-hand side of Eq. 10-51. 

If Eq. 10-51 is integrated over the total volume of a cavity for which the acoustic 
flux term p'vr vanishes at the walls, then it is found that   : 



632 

de/dt=/n   6nrß(v   - % ) ' v   dV/V    . 
v
s s       g g 

Using Eq. 10-33, we then see that the growth constant a is given by  : 

a = \   f n   6irr/i  < (y   -,v ) ■ v > dV/e V   , (Eq. 10-52) 
vs s     s       P ° 

where the angular brackets denote an average over a cycle of oscillation.    The re- 
sult expressed in Eq. 10-48, al ng with the definitions of v s0and,v.       show that  : 

<&   -v )• v  >=- (Ivl   2/2)ß2/(l + ß2)   , 
s     ~g        ~g I    gO| 

then Eq. 10-52 reduces to  : 

-a^n   6vrr^[^2/(l + i32)](   v   t
2   /2)/i 

for conditions under which (nsrju) and ß are independent of position within the cavity. 

Generally e0 = Pg(]yr0
2 i/2) and therefore this result can be written in the final form: 

- a = w(Z/2)/3/(l + ß2)    , (Eq.10-53) 

where  : 

4 3/- Z = -s ?rr p n /p 
" S     S       g 

is the ratio of the total mass of condensed material to the total mass of gas contain- 
ed within the cavity. 

4. 5.3.   Interpretation of Results  -  It will be noted that at constant mass ratio Z, 
Eq. 10-53 predicts that for any given frequency a»,   he value of -a increases linearly 
with ß for small values of ß, reaches a maximum value  : 

(-a)        =o>Z/4 
max 

at ß = 1 and decreases inversely with ß for large values of ß. Considering ß to be 
a dimensionless particle size, we see that there is an optimum particle radius r0 v 
give   by  : 

r      - V9ju/2p  Ü)    , 
opt s 

such that damping is maximum.    Representative numerical values of ro t lie in the 
1 to 10 micron range. 

This type of behavior is reminiscent of the dependence of or on the relaxation time T, 
obtained in Section 4. 4. 2 (see Eq. 10-47).    As a matter of fact, although the present 
development appears superficially to be quite different from fhat of Section 4. 4.2, it 
is not too difficult to show that if the sound speed a2 is identified with the frozen 
sound speed a^2, then Eq. 10-46 can be derived (24) for the quantity v   by using the 
equations of Section 4.5.2 and by defining the relaxation time as   : 

r = 2p r2/9u = ß/w 

and the equilibrium sound speed as   : 

' 
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43 -I   
a a/(l + ö "" r   p n /p   )'i=a/Vl + Z    . 

e J s   F      g 

With these identifications, it is apparent that Eq. 10-47 is identical to Eq. 10-53. 
Thus, the gas-particle mixture behaves in exactly the same way as a relaxing gas. 
The relaxation time is the e-folding time for the velocity of a particle to approach 
the velocity of the gas.     For frozen vibrations the particles remain nearly station- 
ary, while  or equilibrium vibrations the particles follow the gas motion very close- 
ly.    The value of Z can be as high as 0.3 for highly metalized systems and there- 
fore the equilibrium sound speed can be appreciably (15%) below the ordinary 
sound speed.     Since chemical and molecular relaxation processes have much 
smaller differences between frozen and equilibrium sound speeds, it is clear from 
Eq.  10-47 that at reasonable mass ratios Z, the maximum particle damping exceeds 
the maximum damping due to chemical and molecular relaxation. 

4.5.4.   Accurate Formulas   -  In actual rocket motors there is a distribution of 
particle sizes.   Since a is additive, if we let Z« dß denote the mass ratio of particles 
with dimensionless radius in the range d/3 about ß, then the appropriate generaliza- 
tion of Eq. 10-53 for the total particle damping coefficient, -a is clearly  : 

-a = w / [(Z /2)0/(l + 02)]d£   . 
o      p 

This formula is likely to be sufficiently accurate for practical motors because par- 
ticle heat conduction losses are usually small and because in order to avoid per- 
formance losses due to particle lags in the nozzle, the relaxation time r and hence 
r, will generally have to be small enough for the Stokes drag law to hold.    However, 
the radius roptfor peak attenuation can sometimes be close to the limiting size 
v/v'pw  , above which the Stokes law is invalid.    For laboratory experiments des- 
igned to verify the existence of a peak attenuation, it is therefore useful to have the 
results of the complete theory (20). 

In our present notation, the theory (20) yields  : 

_a =  J*L(Z/2)g(l+3/rC   gL_ (Eq. 10-54) 

1 + ß2+ 9/36/2 + 3 /jS 6(1 + ß) 

as the generalization of Eq. 10-53 for viscous damping.    Here   : 

6   =   p /p 

is the ratio of the specific gravity of the gas to that of the condensed material.    The 
corresponding contribution of heat conduction to -a is  : 

where  : 

and : 

_a = (zi!) *z'/r(i + v7^r      f (Eq. 10_55) 
! + ß? + 2/3' V/Tö' 

4        3 Z'   =  (c /c ) Z = ^  ffr p c n /p c 
s     p J s   s   s      K    p 

ß ' =   (3^c /2\) ß= p c r2u>/3X     , 
s s   s 

6'    =   (3c /2c ) 6   = 3p c /2p c      , 

in which c9 is the specific heat capacity of the condensed material, c() is the spec- 
ific heat at constant pressure for tne gas and \ is the thermal conductivity of the gas. 
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4.5.5.   Experimental Verification   -   Experimental results (23),   (25), verify the 
existence of a maximum in the curve of attenuation as a function of particle radius. 
The experimental points are shown in Fig. 10-3, along with curves representing the 
total damping predicted by the accurate theory (the sum of Eqs. 10-54 and 10-55). 
The experiments employed different   materials for the particles (23),  (25) and should 
faJI  >n different curves in the figure;   the solid curve should agree with the circles 
and the dashea curve with the dots.    Agreement between theory and experiment is 
seen to be reasonably good.    More recent experimental work by Dobbins and Tern- 
kin has greatly improved the accuracy of the experimental resu. -i and has shown 
very close agreement (better than about 5%) between theory and experiment for 
0.1 v   ß ■$ 10. The accuracy of the theory may therefore be considered to have been 
proved experimentally, beyond any doubt. 

4.6.   Viscoelastic Damping in the Solid 

4. 6.1.   General Aspects of Solid-Phase Losses   -  It is well known that when a sin- 
usoidal, plane, traveling, acoustic wave in a gas with mean density pg and mean 
sound speed ag, is normally incident on the surface of another medium with mean 
density p s anrl mean sound speed as, then a fraction  : 

R [M- -   .]   )/(.'   + _x   )1 
P  a pa           pa        pa 

'T,     K S    E                     Kg               S     ff 

of the energy in the wave is reflected back into the gas, while a fraction 1-R of the 
energy in the wave is transmitted into the adjacent medium.    The quantities (pgag)"1 

and (p ba;)"   are the characteristic admittances of the two media.    Therefore acou- 
stic energy contained in standing modes of a motor cavity will be transferred at a 
certain rate to the solid grain or motor case which bounds the cavity.    This energy 
transfer will modify the cavity oscillations and can lead to losses by acoustic radia- 
tion to the surroundings or by damping within the solid materials.    The maximum 
rate of energy transfercan be estimated from the observation that the effective val- 
ue of the fj.ctor (Psas/Pgag) generally exceeds 103 for the propellant grain and 104 

for the motor case.    Thus the factor 1-R is less than about 4 x 10"   for the grain 
and 4 x 10~4 for the case, so that less than l%of the energy flux at the cavity sur- 
face can be transmitted into the solid.    One is therefore tempted to treat as per- 
turbations the influence of these phenomena on the cavity oscillations.     We shall 
set      -t this can be done sometimes but not always. 

The relative magnitudes of the grain and case transmission factors further imply 
that transmission of energy to the propellant will probably be more important than 
transmission to the case;   this conclusion is further supported by the observation 
that viscous damping within the grain is expected to occur at a greater rate than in 
the case because the grain viscosity coefficients are generally higher.     For these 
reasons, we shall focus our attention on the influence of the grain and neglect the 
case.     We shall also neglect the rate of radiation of energy out of the system on the 
grounds that the case-environment transmission coefficient is also of the order of 
IG-3, giving an overall coefficient of the order of 10'6 for radiation losses.     How- 
ever, it should be emphasized before proceeding further that the types of estimates 
employed here are extremely rough and there may exist special conditions, under 
which the genera! conclusions are invalid.    We shall not discuss possible violations 
of our conclusions concerning the relative unimportance of case vibrations anH rad- 
iation losses, but some of these possibilities should be discernabie from our dis- 
cussion of grain losses. 

One can envisage two extreme limiting conditions of the behavior of a propellant 
grain that is subjected to gas cavity oscillations at its surface (26).     The gram may 
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Fig.  10-3    Comparison of theory and experiment concerning dimensionless 

particle attenuation as a function of dimensionless particle 
radius (23).    Vertical scale is «/(4 ff r^n u>), where ^ n r3ng 

is the volume fraction of condensed material;   horizontal scale 
is (pKr^w/2/x)^/2, ratio of particle radius to oscillatory boundary 
layer thickness. 
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Fig.  10-4    The first and second acoustic modes of a one-dimensional, two- 
medium cavity as the width of the gas region varies,  (27). 
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dissipate viscoelasticallv *l\      the energy transmitted into it, in a distance which 
is sm, !1 compared wi:ii uie web thickness 01 else the grain may dissipate a very 
small fraction oi Mie acoustical energy contained within it, so ihat the entire grain 
busentially reaches an oscillation amplitude that is consistent with stand!     modes 
in the compos**"* gas cavity-solid grain system.    In the former case, grain losses 
can be estimated rather simply;   they do not depend on values of the viscosity co- 
efficients of the grain, they are proportional to the interior surface area of the 
grain and they are found to be usually less than  but of the same order of magnitude 
as the combustion amplification considered in Section 5,  (26).    In the latter case, 
to calculate grain losses one must first calculate the lossless acoustic modes of the 
gas-solid system, the results show that the grain losses are likely to vary abruptly 
during the burning history of a motor.    It is this latter case that we shall consider 
in the rest of Section 4. 6.    Available data on viscosities of solid propellants are 
too sparce for us to decide which of the two limiting cases will generally be en- 
countered in practice, but the data that is available implies that the low-loss limit 
will sometimes occur. 

4. 6.2.   Vibrations of Gas-Solid Systems (27)   -  Waves propagating in elastic solids 
:*re not described by an equation quite so simple as Eq. 10-9,   primarily because the 
relationship for the stress tensor p= p U + T , with T given by Eq.6-11 of Chapter 
6, is not valid for elastic or viscoelastic materials.    If we assume that the mater- 
ial is isotropic (as many solid propellant matrices will be), then for sinusoidal osc- 
illations it can be shown that the velocity "^plitudes #,-><. of Eq. 10-12a for the solid 
obey the vector wave equation  : 

a   2v(V-v    )-a2Vx(Vxv    ) + cu2 v     ---0    , (Eq. 10-56) 
d      ~v~    ~0s s    ~    V~     ~0s v0s 

where x denotes the vector (cross) product, a^ is the dilitational sound speed of the 
material and ag is the shear sound speed of the material.    Both ad and a s are com- 
plex numbers which are known functions of GL>, assumed real.    The imaginary parts 
of ad and a t account for viscoelastic damping and are assumed to be small compar- 
ed with the corresponding real parts.    The companion gas-phare equation is Eq, 
10-13 with  a  replaced by a r and w replaced by o>~ia.    If the combustion zone is 
neglected, then gas-solid interface conditions are, of course, continuity of normal 
velocity and normal stress and vanishing of the tangential stress in the solid.   The 
conditions to be applied at other boundaries depend on the method of propellant 
support;   a variety of possibilities exist (see Section 4. 6. 4.).    The complete set 
of boundary and interface conditions permit solutions to the differential equations 
governing y,0H and p0g to be found only for a discrete set of freqnencies u>. 

An excellent pedagogical discussion of vibrational modes in gas-solid systems is 
given (27).    A few of the essentials will be covered here.    Clearly, the effective 
characteristic admittance of the solid is so low that the part of the system contain- 
ing gas should oscillate in a gas mode with practically a fixed boundary condition 
at the interface, while the characteristic admittance of the gas is so high that the 
part of the system containing the solid should oscillate in a solid mode, with prac- 
tically a free boundary condition at the interface.    The overall system should 
therefore support two distinct types of modes, one (gas modes) in which the acoust- 
ical energy in the solid is very low and the other (solid modes) in which the acoust- 
ical energy in the gas is very low.    This view is tenable except when the frequen- - 
ies of two modes of opposite types coincide.     For systems in which the gas and 
solid sound speeds and dimensions are roughly comparable, such situations are 
likely to develop at certain times during propellant burning because as the propel- 
lant is consumed, the characteristic dimension of fhe gas part of the cavity in- 
creases and that of the solid part decreases, causing the frequencies of the gas 
modes to decrease and those of the solid modes to increase with time.     At a time 
of frequency coincidence, the interface condition is both free and fixed by the above 
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arguments, which is impossible.    What actually happens at such times is that 
roughly speaking, the thickness of the solid becomes equal to an integral number of 
solid wave le? gths for the frequency of the imposed gas mode and vice versa, so 
that proper reflection conditions occur in the solid and gas parts to cause wave in - 
terference that results in intermediate interface conditions, neither free nor fixod. 
These interference phenomena eliminate the nonpermissible mode crossing and re- 
sult in transitions from solid modes to gas modes, etc., as time increases.    This 
situation is illustrated in Fig. 10-4. 

Figure 10-4 was calculated for the idealized case of a one-dimensional system of a 
specified length b, with fixed, zero-displacement boundary conditions at each end 
and with gas occupying the region 0<x<a and solid the region a<x<b.    The case 
shown has ag = 10Jcm /sec and ad = 5 x 104cm/sec.    The ratio p sa<i /pgag = 10 was 
purposely chosen to be two orders of magnitude, too low in order to majce the gas- 
solid mode transitions easily visible on the figure;   in real cases the transitions 
would be much sharper.    The departure from the solid mode as a-^0 is caused by 
the fixed boundary condition at x = 0, which differs from the normal free boundary 
condition at the interface for the solid mode.    Calculated curves for transverse 
modes in cylindrical solid propellant motors with tubular grains are qualitatively 
very similar to Fig. 10-4. 

Further study of amplitude details in the two types of modes reveals, as would bn 
expected, that for the solid modes the velocities in each medium are comparable 
but the normal stresses are much larger in the solid, while for the g£3 modes the 
normal stresses in each medium are comparable but the velocities are much larger 
in the gas (27).    These results imply that the acoustic energy density is much larg- 
er in the gas for the gas modes and in the Sv>lid for the solid modes.    This means 
that if a fixed amount of acoustic energy remains in the system as the propellant 
burns (a increases), then the energy is transferred alternately from the solid to the 
gas and" from the gas to the solid, each time the mode type changes. 

4. 6.3.   Implications Concerning Attenuation   -  It will be evident in Section 5 that 
amplification in the combustion zone at the solid-gas interface, results from the re- 
sponse of the burning rate to applied gas pressure oscillations.    If pressure oscill- 
ations at the interface vanish, then the source of amplification also disappears. 
Since the solid modes correspond to free interface conditions of constant pressure, 
it is clear that the interracial combustion process cannot amplify these modes.   This 
explains why observed instabilities in Chapter 9 often correspond to gas modes but 
never solid modes.    The fact that tl J frequencies of the gas modes of the system do 
not vary continuously with time but instead are occasionally 'interrupted' by incipient 
crossing of solid modes, may underlie certain observations of intermittency of in- 
stabilities in some gas modes of Chapter 9.    The mere fact that the solid may par- 
ticipate in the oscillations thus modifies the amplification process and the occurr- 
ence of instabilities. 

We have not yet discussed possible effects of viscoelastic damping under the present 
conditions.    Clearly, this damping will be greatest when the fraction of the acousti- 
cal energy contained in the solid is greatest.     This provides an additional effect that 
tends to damp the solid modes.     It also implies that for highly viscous solids, small 
departures from gas modes may increase the solid-phase dissipation sufficiently to 
damr the oscillations, by increasing the fraction of the total oscillatory energy con- 
tained in the solid.    This phenomenon thus tends to increase the duration of periods 
of interruption of vibrations in gas modes.     The opposite effect would >e observed 
if the homogeneous gas dissipation coefficients were to exceed the homogeneous 
solid dissipation coefficients. 

4. 6. 4.   Results of Calculations   -  Gas-solid vibrational modes for internally burn- 
ing tubular grains in cylindrical motors have been analyzed, see (28-31).    Except 
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for purely radial or purely axial modes, computation of the solid-mode frequencies 
in these thick-walled cylinders presents a problem which in general requires the 
use of electronic computers in its solution.     For this reason, no results have been 
obtained until fairly recently (32). 

The results that have bee» reported for solid propellant grains are restricted to 
three different sets of boi?-dary conditions at the outer surface of the cylinder:   (a) 
vanishing radial ana tangential stresses, representing a free surface and believed to 
be applicable for some unbonded propellants or for propellants bonded to nonrigi i 
cases,    (b) vanishing radial displacement and vanishing tangential stresses, repre- 
senting a supported surface and believed to be applicable for unbonded propellants 
free to rotate in rigid cases and (c) vanishing radial and tangential displacements, 
representing a clamped outer surface and believed to be applicable for propellants 
bonded to rigid cases.    Radiation of acoustical energy from the outer surface van- 
ishes for all of these boundary conditions.    Either the vibrations are assumed to 
exhibit IO axial dependence (28-30), or else the fore and aft boundary conditions are 
taken to be vanishing, normal, axial, displacements in both the solid and the gas 
and vanishing tangential stresses (28),  (31);   these conditions also eliminate radia- 
tion losses. 

The intermittency effect discussed in Section 4.6.3, is demonstrated (28) through 
the results of calculations for values of parameters tliat are believed to be repres- 
entative of real rocket motors.    The calculations for infinitely long cylinders (29), 
show that 'ring modes', which are modes in which there is no displacement node 
extending across the entire web thickness, have low frequencies but are highly 
damped by shear viscosity for supported or clamped outer boundary conditions. 
These modes can also couple only weakly to the gas vibrations.  'Thickness modes' 
which have at least one displacement node or antinode extending across the web 
thickness, have higher frequencies and result in low damping for the gas modes 
except near incipient mode crossing points.    The thickness modes naturally divide 
themselves into two groups,   shear modes and dilitational or compressional modes, 
which correspond respectively, to the first or second term in Eq. 10-56 being neg- 
ligible.    It is found that, except for the lowest thickness-mode frequencies, the 
coupling between the shear waves and the compressional waves in the solid is very 
weak.    This observation provided the basis for an approximate analytical calcula- 
tion of the frequencies of the higher thickness modes (30).    A further study (31) 
shows that coupling of the solid to low-frequency, longitudinal gas modas does not 
result in the intermittency effect because incipient mode crossing does not occur, 
but instead leads to smoothly-varying viscoeiastic solid damping which might tend 
to cause oscillations to occur during either the first part or the last part of a motor 
firing. 

4. 7.   Summary 

It is difficult to summarize the material in Section 4, which in itself is little more 
than an introduction to and a summary of acoustic clamping mechanisms in solid 
propellant rockets.    Clearly, a great deal of information is known about damping 
mechanisms and a great deal remairs to be discovered.    As gross generalizations 
of the relative importance of the vanous loss mechanisms in real motors, the foll- 
owing remarks may be made.    Losses through choked end nozzles are probably the 
dominant losses, provided that longitudinal components of the acoustic field occur. 
For metalized pro^llants, the next most important loss is likely to be oarticle 
damping in the gas.     The participation of the solid in the oscillations should have 
an appreciable effect on what modes occur and in their time of occurrence, for 
oscillation with transverse components.     Wall damping is likely to exceed homo- 
geneous gas-phase damping, particularly for long T-motors which may well be dom- 
inated by wall damping. 
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5.   Theories of Acoustic Amplification Mechanisms 

5.1.   Introduction 

Having discussed mechanisms by which acoustic oscillations in rocket motors are 
attenuated, we now return to the problem of describing how the vibrations are gen- 
erated.    It has been indicated earlier that a variety of amplification mechanisms 
may occur;   combustion at burning surfaces, finite rates of homogeneous chemical 
heat release, conversion of mean flow energy into acoustical energy through aero- 
dynamic noise generation in regions of nonvanishing mean velocity with!   the motor, 
etc.    At least rudimentary knowledge exists concerning all of the mechanisms that 
have been mentioned.    Thus, there is an appreciable body of background literature 
on the generation of noise by jets (33).     Furthermore, the influence of homogeneous 
chemical rate processes on acoustic amplification in liquid propellant rocket motors 
has been studied at some length (3).    In one paper (70) the time-lag approach of Ref. 
(3) was modified slightly in order to provide a basis for discussing amplification 
caused by heat release from the combustion of solid propellant additives such as 
aluminum, whose burning processes are distributed more or less homogeneously 
throughout the chamber.     Except for this isolated example, insofar as specific 
application to solid propellant motors is concerned, the only acoustic amplification 
mechanism that has received more than passing mention in the literature is the 
combustion process which occurs at the burning surface. 

There are good reasons for this state of affairs.    All solid propellants that hiv ? 
been observed to support acoustic oscillations, experience a combustion process in 
the vicinity of the solid surface.    None of the other possible generation mechanisms 
are so universal.    Thus, acoustic oscillations have been observed for conditions 
under which distributed homogeneous heat release and aerodynamic noise generation 
are unlikely.    There may well exist special conditions under which these other pro- 
cesses are of importance.    For example, acoustic amplification by means of burn- 
ing metal particles homogeneously distributed throughout the chamber may warrant 
further investigation for metalized propellants and jet noise generation may be sig- 
nificant when narrow annular ports empty into a wider, prenozzle chamber.    How- 
ever, the omnipresence of the interfacial combustion zone justifies the extensive 
consideration that it has received. 

In view of the absence of a significant amount of theoretical work on acoustic amp- 
lification mechanisms other tha;1 surface combustion, we consider here only the 
contribution of the surface combusi'on process.     It has been shown in Section 3 
ihat the amplification produced by suiface combustion can be expressed in terms of 
the acoustic admittance of the surface.     The condition for the validity of this form- 
ulation is that the overall thickness of the combustion zone, extending from a positi- 
on in the solid at which the temperature practically equals the temperature of the 
bulk of the solid, to a position in the gas at which the chemical reactions are prac- 
tically completed, must be small compared with ail characteristic wavelengths of 
the acoustic field in the chamber.    This condition is satisfied in almost all of the 
motors for which acoustic instability is of any concern.     Hence, all of the theories 
discussed in this section are, at least in principle, theories of the acoustic admitt- 
ances of burning surfaces.     Certain nonlinear or nonacorstic aspects of some of 
the theories considered here do not pertain to acoustic admittance, but these aspects 
will not be discussed until Section 6. 

We shall begin by giving jomo general characteristics of acoustic admittances of 
burning interfaces.     We then discuss theories that employ the concept of a time lag. 
Mechanistic models for homogeneous propellants that avoid the use of time-lag con- 
cepts are considered next.     Application of the full equations of aerothermoehemistry 
to models of homogeneous propellants is discussed in Section 5. 5.     Next, approach- 
es directed specifically toward heterogeneous propellants will be considered.     Fin- 
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ally, in Section 5. 7, linear, erosive eff?cts will be discussed for homogeneous pro- 
pellants. 

5.2.   General Properties of Interfacial Acoustic Admittance 

5.2.1.   Relationship Between Admittance and Perturbation of Mass Flow Rate   - The 
admittance has been defined in Eq. 10-27;   the value of its real part determines 
whether acoustic amplification can occur (see Eqs. 10-28,  10-31 or 10-32).    In any 
theoretical approach to the analysis of the surface combustion process, it is usually 
convenient to investigate the pressure response of the mass burning rate m instead 
of the velocity.    Since by definition, with JJ, pointing into the solid and with m being 
considered positive for flow from the solid into the gas   : 

m   =   -P£  •   a     , (Eq. 10-57) 

we find by setting  : 

m = ih   fRe{m0e
iu,t} (Eq. 10-58) 

and by using similar formulas for P and & that   : 

mo= " P£0' «"I' HP0    » 

where the quadratic term pQ vp ■ n has been discarded as being of higher order. 
Utilizing Eq. 10-8 with the ideal gas result  a   = fy p/P for the relationship between 
p0 and p0, we may write this formula in the form   : 

m   = - p  v      n+ffip /yp" 
o ~o o 

where the relationship m~ = - p £ ' Ä, which follows from Eq. 10-57, has again been 
employed.   In view of Eq. 10-27, this result implies that   : 

Y =-(m/p-p\ [ (fy/ffi) / (p0/p) - 1/y ]b    . (Eq. 10-59) 

Equation 10-59 is the formula that is required for expressing Y in terms of steady- 
state quantities and the ratio of the mass flow rate perturbation to the pressure per- 
turbation. 

Since Eq. 10-27 applies to conditions at the boundary of the gas cavity, the subscript 
b in Eq. 10-59 identifies conditions on the gas-cavity side of the interfacial combust- 
ion zone.    In calculating the ratio [(ih /m )/fo0/p) )b in E(J- l°-59 from an analysis of 
the combustion zone, one must therefore evaluate this quantity at the extreme gas- 
side boundary of the combustion region.    Thus, if the model of the combustion zone 
postulates a layer of finite thickness, then the subscript b identifies properties at 
the 'outer' or gas edge of the layer.    On the other hand, if the model of the combus- 
tion zone is mathematically infinite in extent as one-dimensional models often are, 
then the subscript b will denote conditions at the gas-side infinity which we denote 
by a value of the normal coordinate x of + °o in our later analyses.    It is not incon- 
sistent with the definition in Eq. 10-27 to trea: subscript b conditions as being app- 
lied at x = + °c in analyzing the combustion zone, because all properties vary so 
little outside of the thin combustion region that from the viewpoint of the combustion 
zone, x - +«3 corresponds to the boundary of the cavity. 

It will be noted that here r e have assumed that the velocity amplitude XD ' ü is 
small compared with the mean velocity # ■ &.    This restriction did not appear in 
Eq. 10-27, where in fact % was zero.    The only restriction present in the earlier 
discussion was that   \%0\ be small compared with 'a', a much less stringent con- 
dition.    In this regard, it is worth emphasizing that the velocity amplitude %Q of 
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interest in the present discussion is always evaluated in the vicinity of the combust- 
ion zore at the boundary of the cavity;   the velocity amplitude may be small com- 
pared with v in this region even if it is large compared with vthroughout most of 
the cavity.    Thus, the present linearization does not provide additional restrictions 
on the amplitude of the oscillations within the cavity, away from its combustion 
boundaries.    The fact that y, /■ 0 here does introduce a convective acoustic energy 
flux into the cavity at the boundary, which was neglected in the development of Eq. 
10-27, but this additional flux is easily calculated from the value of &, and from the 
acoustical energy distribution within the cavity;   its evaluation does not require 
analysis of the combustion zone.    The convective term, which has already been 
discussed in Chapter 9 Section 4. 6.2, does not affect the calculation of the admit* - 
ance. 

When vibrations of the solid propellant are taken into account, the useful interface 
admittance is  Y = [(xo " JlJ/poh - [fe0 * 4j)/po)c, where the subscript c identifies 
conditions in the condensed phase at the extreme solid side of the interfacial com- 
bustion and heat conduction zone.     For the interface admittance to be an approp- 
riate concept, the interfacial zone must be small enough for the approximation pob - 
poc to be valid.    Provided that the density of the solid is high compared with that of 
the gas, it is easy to show that Eq. 10-59 is an excellent approximation to this gener- 
alized admittance (28). 

It has been sugg-sted that the term 1/y in Eq. 10-59 is only approximately correct 
and that when suitable account is taken of 'entropy waves', then this term assumes a 
value lying between 1/y and 1 (5),  (34).    This idea has been carried so far as to 
suggest that there exists a 'temperature response function' of the combustion zone, 
which determines the departure of the term from the value 1/y and which can be cal- 
culated from an analysis of the combustion zone analogous to that used in obtaining 
the 'mass response function', [(m0/m")/(p0/p)]b (5).    We agree that the 1/y term 
actually lies between 1/y and 1.    However, we believe that the value of this term is 
governed by processes occurring in the bulk of the cavity and not by processes occu- 
rring in the combustion zone.    A number of bulk processes, e.g., heat conduction, 
produce slightly nonisentropic cavity oscillations wh;ch move the 1/y term toward 
its isothermal value of unity.    But, it has not been demonstrated clearly that pro- 
cesses occurring within the thin interfacial zone can affect the value of this term at 
all.    By this statement, we imply that we do not understand the analysis given in 
Ref. (34).    Our views on this matter are discussed further in Section 5. 4.   Pending 
further investigation, we recommend retaining the value 1/y in Eq. 10-59;   super- 
ficially, this value appears to be very close to the correct one. 

5.2.2.   Qualitative Properties of Admittance   -  A few properties of the admittance 
Y are already apparent from Eq. 10-59.     It is reasonable to suppose that the ratio 
\(mn/m)/(p,,/p)]b will be roughly of the order of magnitude of unity.     Hence, Y 
should be of the order of magnitude of (m/pp)b, where it will be recalled that p b an.. 
pb are the mean density and pressure of the gas in the cavity.     The ratio (m/p).0 is 
obviously the mean normal velocity of the gaseous combustion products with respect 
to the propellant surface, so that Y is roughly of the order of the ratio of the burned 
gas velocity to the chamber pressure.    This quantity :s small compared with the 
characteristic admittance (a/p)b of the chamber gases and therefore the approach of 
treating the amplification process as a perturbation is jusiified.     However, numer- 
ical estimates typically show that the contribution of the combustion zone admittance 
to the amplification or decay factor a isofthe same orderas the largest contribution 
of any of the damping mechanisms discussed in Section 4.     Thus, the validity of the 
assumption that the s  rface combustion process is generally the dominant acoustic 
amplification mechanism,  is found to be supported by numerical estimates. 

We note that in the solid phase   : 
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where Pc is the density of the solid propeilant and r is the instantaneous linear re- 
gression rate, see Chapter « Section 2.1.3.1.    Since p c is essentially constant, 
mass flow rate oscillations in the solid phase are essentially the same as linear re- 
gression **»/.c oscillations.    It follows that m" is pc times the mean regression rate, 
but mob is not related to the amplitude of the regression rate oscillation ro in this 
same simply way, because in unsteady flow the instantaneous mass flow rate in the 
gas away from the solid surface is not equal to that at the solid surface. 

Theories of oscillations in the combustion zone are most comprehensible physically 
when expressed in terms of the response of the mass burning rate or the linear re- 
gression rate to pressure oscillations. The theories therefore yield most directly 
the dimensionless admittance or response function (5)  : 

y = [(m0/m")/fc0/p)]b     . {Eq. 10-60) 

The rest of the discussion in Section 5 will be given almost entirely in terms of this 
dimensionless admittance y, without reierence to the admittance Y of Eq. 10-59.   It 
is seen from Eqs. 10-59 and 10-60 that the condition Re {Y} < 0 translates to Re {y} 
>l/y;   this is a necessary condition for amplification,   ' acoustical convection 
effects cancel.    In any event, Re {y} > 0 is a necessary condition for amplification. 
The definition of y in Eq. 10-60 agrees with that in Eq. 9-12 of Chapter 9. 

5.3.   Time Lag Theories 

5.3.1.   Simplified Time Lag Concept  -  An impelling physical idea is that if a pres- 
sure pulse is applied to a steadily burning propeilant, then the regression rate will 
take a certain amount of time to reach its new steady level.    As an obvious extreme 
version of this idea, one may assume that if a pressure change is applied at time t, 
then the propeilant's burning rate experiences no change at all until t + T, at which 
time the mass burning rate instantaneously assumes its steady-state value at all 
positions x in the combustion zone appropriate to the new pressure.    This time lag 
T can be assumed to be a constant, independent of pressure, pressure history, etc. 
Such an hypothesis results in what is probably the simplest conceivable time lag 
theory. 

The steady-state pressure dependence of the mass burning rate can be linearized 
about the mean pressure according to  : 

mb  = m"b + (m~/p)b ßfp - p)b     , 

where the sensitivity coefficient is defined as  : 

ß =  (dinm/dhp)    , (Eq. 10-61) 

in which the steady-state function m(p) is to be employed.    According to the time 
lag hypothesis, the linearized burning rate equation implies that  : 

m   (t) = m   + (m/p)   p [p (t - T) - p] 
b b b b 

Substitution of Eqs. 10-7,  10-12 and 10-58 into this formula yields   : 

iUH       /3-/-x iU)(t>T) 

Ob x       *'b ^H)b 

whence in view of Eq. 10-60 , 
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_ VtiT 
~- ßc (Eq. 10-62) 

Equation 10-62 provides a simple expression for the dimensionless admittance Y in 
terms of the sensitivity coefficient ß and the time lag T . 

Equation 10-62 predicts that amplification can occur only if ß is sufficiently large 
and if also a> r is in the right range (cos UT> 0).    The maximum tendency toward 
amplification occurs if cos Cü r = 1, one solution to which is zero time lag,   r = 0; 
this maximum value of Re {y} is ß, the steady-state sensitivity coefficient, which 
is always less than unity and is typically about 0.2.    If the time lag is short enough 
so that cos o)T w 1, we need not know its precise value in order tc calculate the ad- 
mittance.    If it isn't short enough, then we must find T somehow and this, of course, 
will present problems.    But we can still rest assured that abnormally large values 
of Re{y} will not occur.    These are the predictions of the simplified time-lag view- 
point . 

5.3.2.   Improved Time Lag Theories  -  The simple time lag idea is amenable to a 
great deal of embellishment.    There are at least two incentives for this.    First, 
the T introduced above is difficult to estimate theoretically or to measure experi- 
mentally and improved theories could conceivably lead to physically more well def- 
ined time lags.    Second and probably more important, the preceding theory is not 
very versatile;   a single measurement for which Re{y}>n and such measurements 
in face exist today, see Fig.9-20 or 9-21 of Chapter 9, disproves the theory.    All 
time lag theorie 3 that have been proposed are more complex than the one we have 
just given and most of them may be interpreted in such a way that they contain a 
sufficient number of parameters to prevent them from being disproven by existing 
measurements.    We review here very briefly the time-lag theories that have been 
published. 

The first theoretical analysis of acoustic instability apparently is due to Grad (35). 
Although he focused much of his attention on the acoustic field, he did develop a time 
lag analysis of combustion zone amplification.    His analysis permitted the mass 
burning rate m to depend on chamber temperature as well as chamber pressure, 
thus affording a generalization or the results of Section 5.3.1.    However, he assum- 
ed as we did above, that the time lag was constant and he obtained a result rather 
similar to Eq. 10-62.    He appeared to consider that the time lag represented a re- 
sponse time of a solid-phase chemical reaction and that gas-phase combustion wae 
unimportant. 

Moore and Maslen (36) also offered an early analysis of acoustic instability.    In 
order to compute the rate at which acoustic energy was fed into the gas in the com- 
bustion chamber, they postulated a constant time lag between application of a tem- 
perature change and the ensuing change in heat release rate in the combustion zone. 
They seemed to associate the time lag with a gas-phase chemical reaction. 

Cheng (37),  (38) has developed rather elaborate time lag models for the response of 
the interfacial combustion processes.    Following Crocco (39), he suggested that 
the time lag should not be constant but instead she-aid vary during oscillations be- 
cause of a pressure dependence.    In this manner, he obtained an expression differ- 
ing appreciably from Eq. 10-62 and yielding essentially   : 

Re{y} = (u + ß/2) - {v - p/2) cos wr     , 

where v is an additional response parameter which accounts for the variability of 
the time lag and which is difficult to estimate from first principles.     Cheng origin- 
ally viewed his time Lag as describing gas-phase chemical heat release processes; 
specifically, it was said to represent the time interval between gasification of a fuel 
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element and the instant at which it releases its chemical energy (37).    However, 
later interpretations appear to imply that it can be considered to include most any 
processes (38). 

The first step away from describing the interfacial combustion processes solely in 
terms of time lags may be attributed to Green (40),  (41),  (42).    Green employed a 
time lag to represent the response of the surface gasification rate to the tempera- 
ture of the interface, viz., m(t) = Bse_ Et-/R° T ?(fc-T)at the surface (compare Eq. 
3-58 of Chapter 6).    However, the rest of his model for the respc *se of the com- 
Dustion zone included a numbar of other physical processes.     The time -dependent 
heat conduction equation was used for the temperature within the solid;   the later 
mechanistic theories have generally found this process to be the dominant one at 
low frequencies and its first use in an acoustic instability theory appears to be that 
of Green (40).    A pyrolysis law with the forementioned time lag, was employed for 
the solid-gas interface condition.    The gas was treated as a boundary-layer, appar- 
ently thought of as a two-dimensional one, much like an ordinary fluid dynamical 
boundary layer, across which heat is transferred from a gas flame (which was not 
analyzed) to the surface.    The heat transfer coefficient for the boundary layer is 
ascribed a pressure dependence ^^d it is through this dependence that pressure 
oscillations produce a combustion response. 

There is one further important aspect in which the analysis (40), (42) differ from 
the other theories considered in Section 5.    The acoustic admittance was not com- 
puted (40), (42).    No consideration was giver, to the acoustic amplification produced 
by the combustion response.    The reason for this omission was that the stated ob- 
jective of these sti lies was to investigate a particular nonlinear acoustic mechanism 

by means of which the time-average burning rate can be modified as a result of 
acoustic oscillations.     We shall return to a discussion of this nonlinear effect in 
Section 6.    More recently, thi > same nonlinear effect has been stu   ed by Barrere 
and Bernard (43), who extended the analysis of Refs. (40) and (42) by introducing a 
distribution of time lags over the surface of the prupellant, in order to account for 
the variable surface structure of composite propellants.    We shall also defer dis- 
cussion of the results of Hef. (43) until Section 5.6. 

5.3.3.   Results and Critique of Time Lag Theories   -  Most of the time lag theories 
that predict acoustic admittances agree in showing that short time lags and high 
steady-state pressure and temperature sensitivities of the burning rate promote 
acoustic instability.    There are some qualitative differences among the theoretical 
results;   for example, one of Cheng's theories (37) appears to imply that the tend- 
ency toward instability decreases when the steady-state pressure sensitivity is in- 
creased.    However, in most respects the theoretical predictions are qualitatively 
mutuahy compatible and differ only quantitatively.    Many examples of qualitative 
agreement of these theoretical results with experimental measurements have been 
cited (41);   typically, the experiments will show that one motor is more stable than 
another and the theories will predict this same relative stability.    However,  such 
qualitative agreement does not provide very strong evidence for the validity of the 
theories.    Other types of theories may wll predict the same qualitative relation- 
ships and experiments can be found that disagree with the qualitative theoretical 
predictions,    it is difficult or impossible to define what specific propeliant burning 
mechanisms are properly described by a given time lag theory.     Perhaps few of 
the experimental results quoted in support for a particular theory actually fall with- 
in the domain of validity of the theory.     Significant quantitative comparisons of 
theory with experiment have never been possible because none of the time lags have 
been amen ible to experimental measurement. 

Another general objection to time lag theories which is often raised is that they al- 
ways tend to predict the existence of a number of frequency bands of amplification. 
This prediction irises through the cos u) r dependence in Eq. 10-61, for example. 
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Experimental measurements of acoustic admittances of propeiiants have always 
hown just one very broad band of frequencies over which an amplification tendency 

exists, thus tending to discredit time lag hypotheses.    In defense of the time lag 
theories on this charge, it may be remarked that if the timp lag r is sufficiently 
small, then  u>r    will be less than /r/2at all frequencies for which admittance meas- 
urements have been made and in view of large damping at high frequencies, at all 
frequencies that can reasonably be expected ^o occur in motors.    Thus, time lag 
theories with short time lags (-£ 10~   to 10_,J sec) are not vulnerable to this common 
objection. 

It should be recognized that introduction of a time lag is equivalent to a statement of 
ignorance.    This observation has formed the basis of some of the most derogatory 
criticism of time lag theories.     For example, Ref. (5) points out that the interfacial 
combustion processes 'are governed by the familiar fluid-dynamic equations and 
attempting to represent them in terms of distribution of time lags would apparently 
tend to conceal rather than reveal the nature of the phenomena'-    We agree, but we 
feel that one should also keep in mind that time lag concepts provide relatively 
rapid and simple means for analyzing many complex phenomena, when they are first 
encountered.    The value of the time lag approach lies in the wide range of problems 
to which it can be applied with relative ease and not in the physical insight that it 
produces concerning underlying mechanisms. 

5.4.   Mechanistic Models 

5.4.1.   Basic Model   -   Hart and McClure (44) presented the first analysis of the 
acoustic response of the combustion zone that entirely avoided the use of a time lag 
The combustion-zone model employed in Ref. (44) is rather elaborate, containing a 
solid-phase heat conduction regie *, a narrow region approximated as an interface 
at the surface of the solid where a gasification reaction occurs, a heat conduction 
region in the gat adjacent to the surface of the solid and finally a flame surface 
where the heat release occurs, located in the gas and separating the gas-phase heat 
conduction region from the inert gaseous reaction products (see Fig. 10-5).    We 
choose to call this model and its various generalizations (34),  (45),  (46) 'mechanis- 
tic' because of the spatial structure ascribed to the gas-phase reaction zone.    The 
purpose of this structure is to retain the essence of gas-phase combustion while 
avoiding the necessity of considering species conservation equations and chemical 
heat release terms.    It is not entirely clear that this aim is achieved, although 
there are indications of qualitative success.    \. o prefer to push the levei of approx- 
imation one step deeper, out of the conservation equations and into the chemical 
kinetics;   theories that attempt to do this are discussed in Section 5. 5 under the 
heading 'Aerothermochemical Approaches'. 

The model, see Ref. (44), refers to one-dimensional burning of a homogeneous pro- 
pellant.    It employs one-dimensional, time-dependent forms of the continuity and 
energy(heat-conduction) equations in the solid phase and in the gas-phase heat-con- 
duction zone.    Total mass and energy conservation conditions at the surface of the 
solid and at the flame surface provide boundary conditions needed to connect solu- 
tions in the various regions.   The temperature deep within the solid is taken to be a 
known constant.    Heat release rate conditions applied at the solid and flame sur- 
faces contain two terms with phenomenological coefficients, one proportional to 
temperature and the other proportional to temperature gradient.    The phenomeno- 
logical rate coefficients at the solid interface are related to gasification rate para- 
meters;   those at the flame are related to the steady-state pressure and tempera- 
ture sensitivities of the propellant's burning rate.    A sinusoidal pressure pertur- 
bation (proportional to ela,t) is imposed on the system and solutions with sinusoidal 
time dependences of the same frequency are sought.     Solution of the resulting linear 
ordinary differential equations in x, subject to tne imposed boundary conditions, 
finally yields the time-dependent mass flow rate into the flame surface from which 
the admittance is computed. 
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The final algebraic admittance formula obtained (44) is very long and complicated. 
It contains eleven dimensionless parameters and therefore a complete investigation 
of the predictions of the theory would be laborious.    The approach that has been 
adopted in investigating the results of the theory is to select values that appear to be 
reasonable for most of the parameters and then obseive how the admittance changes 
when one or another oi the remaining parameters is varied.    One such curve, see 
Ref. (44), is given i*  Fig. 1CM5, which shows the effect of steady-state temperature- 
sensitivity j = (d/n m/dln T c)~ (T~c = initial propellant temperature) on the freq- 
uency dependence of the real part of the dimensionless admittance y, when the pres- 
sure sensitivity u defined in Eq. 10-G1 is 0. 5 and when other parameters are assig- 
ned values (44).    The single borad band of frequencies favoring amplification in the 
vicinity of 1(P to 10 4 cps is typical of the predictions of Ref. (44) and also of many 
experimental results in Chapter 9,    Quantitative comparison of this theory or of its 
extensions with experiment, h?- not been attempted and generally has not been poss- 
ible because of lack of sufficie.f propellant property data to evaluate the parameters 
of the theory. 

Critics of the theory of Ref. (44) often claim that u is not useiui because of the large 
number of parameters that it contains.    This is "not a very teriable objection since 
the parameters can all be evaluated experimentally, morp easily than can the para- 
meters of time lag theories.    Tl e primary drawback of the theory appears to be 
that the mechanistic model of Fig. 10-5 may not represent the combustion processes 
very well.    An appealing ground for objection to the model is the observation that 
diffusion phenomena are left out of it entirely.    However, we feel that accounting 
for diffusion would not affect the results very much because of the similarity bet- 
ween diffusion and heat conduction.    Instead, we believe that the artificial separa- 
tion of the gas-phase combustion zone into a heat conduction zone and a flame sur- 
face may well be the primary source of inaccuracies,    Indeed, it is possible that 
more realistic treatments of the gas-phase combustion zones of homogeneous pro- 
peliants may produce fewer parameters that influence  y  and may make it somewhat 
lecs likely to find conditions of strong acoustic amplification (see Section 5. 5). 

5. 4.2.   Extensions   -   The model of Hart and McClure was extended in Ref. (45) to 
include the effects of compressibility and thermal expansion of the propellant;    Ref. 
(44) treats the solid density as a constant.    Aside from these two generalizations, 
the approach is essentially the same as in Ref. (44).    The results show that com- 
p    ssibility and thermal-expansion effects both tend to decrease tne real part oi y 

J that the former effect is the larger of the two.    The decreased tendency toward 
amplification is not very great, since Re H is seldom changed by more than 10%. 

A further extension reported in Ref. (34) is aimed at including in the analysis effects 
of isobaric temperature variations ('entropy waves') pror    ed in oscillatory combus 
tion zones and transported downstream at the cor.vective velocity of the gases.   This 
study has been mentioned earlier, at the end of Section 5.2.1, where it is indicated 
that the results affect the 1/y term and not the y appearing in Eq. 10-60.     The 
model of Ref. (34) differs from that of Pig. 10-5 in that a distributed 'product gas 
near zone5 is added just downstream from the flame surface.    It is stated ihaf there 
are two admittances, one for this ncnisentropic near zone and the other for the 
isentropic 'far zone' located downstream from the near zone;   the results appear to 
predict *u-4 both admittances have modified values of the 1/y term.     The existence 
of tvvo s       al admittances is probably a peculiar property of the model.     Condit- 
ions v n   jontinuously through a real .lame zone, thereby producing a continuous x 
variation of admittance, with the limiting value as x -»°° governing acoustic ampli- 
fication.     It is suggested (34) that both a'   attances are amenable to experimental 
measurement, but to us it seems questionable that the inner one would be defined in 
a real /lame and unlikely that the flame zone would be sufficiently stratified and ex- 



647 

SOLID PHASE 
REACTION 
LAYER 

GAS   PHASE 
REACTION 

LAYER 

x ~   -10~3cm X=0 
X~  10-3c m 

Fig. 10-5   Mechanistic model 
of one-dimensional combustion zone,   (45). 

Re (y) 

100 

Fi g.  10-6    Representative influ 

1000 

FREQUENCY, (c/s) 

 LUJJjiU 

^0000 100000 

-^coc.wuve influence of steadv «h»n „ 
temperature on frequency de^ndencP of 8enfltlvl* to conditioning 
acoustic admittance,   (44).   ependente of r^ Part of dimenslonless 

] 



648 

tended to permit it to be measured.    However, we have a deeper reason for object- 
ing to the approach of Ref. (34).    Counting equations and boundary conditions in the 
distributed-zone models of Section 5. 5 reveals that only y, not the \/y term in the 
'far zone' can be determined from the full formulation.    In other words, it does not 
appear to be possible even in principle for the combustion zone response to affect 
the l/> term without violating the basic premise that the process is one of boundary 
amplification rather than homogeneous amplification i.e., combustion zone thin 
compared with wave length.    Our present view is therefore iliat this finding of Ref. 
(34) is traceable to a hidden overdeterminancy of the model employed.    These con- 
clusions are only tentative, however, because we have not studied Ref. (34) thorough- 
ly enough to be certain of our interpretation. 

The final extension of the mechanistic model of Ref. (44) that we wish to mention 
here is the inclusion of radiative energy transfer from the hot propellant gases to 
the surface of the solid (46).    Radiant emission is treated in a gray-gas approxi- 
mation by means of a perturbation technique, in which the small expansion para- 
meter is the ratio of the radiative to convective heat flux to the surface of the solid; 
absorption is assumed to occur in a surface layer of negligible thickness.    The.se 
physical assumptions appear to us to be the most reasonable ones to employ in jrd: r 
to make the complex radiative transfer problem tractable.    Therefore, we tend to 
believe the qualitative trends predicted by the analysis.    The principal result is that 
the effects of radiation on both the magnitude and the real part of the dimensionless 
admittance y are greatest at low burning rates and for low oscillation frequencies. 
Resulting response curves (47), indicate that consideration of radiation usually tends 
to increase the tendency toward acoustic amplification. 

5. 5.   Aerothermochemical Approaches 

5. 5. 1.   Low-Frequency Response   -  In the absence of radiant heat transfer to the 
solid, the low-frequency response of the interfacia). combustion zone is usually con- 
trolled by the heat conduction process inside the solid.    Order-of-magnitude esti- 
mates indicate that a characteristic heat-conduction response time is (pÄ/cm2), 
where p, \ and c are the mean density, thermal conductivity and heat capacity of 
the medium.    Typically, (oÄ/c) for the solid exceeds the same quantity for the gas 
by one or two orders of magnitude and therefore, provided that £as diffusion times 
are not large compared with gas heat conduction times and that chemical times are 
sufficiently rapid, the heat conduction time in the solid is the largest of all charac- 
teristic times.    It is therefore reasonable that at low frequencies, say below 103 

cps which is of the order of the reciproeal of typical solid heat conduction times(10~3 

to perhaps 10~ ■' sec), all processes can be treated as quasisteady except the heat- 
conduction process in the solid.    This observation enables one to use more realistic 
combustion zone models in relatively simple theories of acoustic response.    The 
first acoustic response analysis emphasizing the solid-phase heat conduction pro- 
cess alone appears to be due to Smith (48), who did not consider proper interface or 
gas-phase conservation equations.    A greatly improved theory was given oy Denis - 
on and Baum (49).     Various extensions of the work of Denison and Baum have recen- 
tly begun to appear. 

The differential equation employed in Ref. (49) is the one-dimensional transient heat 
conduction equation for the temperature ^1 the s^lid, 

p    c    BT/at+c   mdT/dx-    .\    oh/dx2 (Eq. 10-63) 
(       <■ c c 

(see Eqs.6-9 and 6-12 of Chapter 6), in which pc , c c and Ac, the density, specific 
heat and thermal conductivity of the solid, are assumed to hp constant.    The co- 
ordinate system is chosen so that the surface of the solid remains at x = 0.     We 
may investigate small-amplitude, sinusoidal oscillations about a steady-statp by 
first introducing Eq. 10-58 and a similar equation fur T, then linearizing;   since the 
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solid is incompressible, m will be independent of x, making m   constant but T" and 
T   will be functions of x.     If   : 

o 

4 = x m c A      ands=iwp\/ni2c        , (Eq. 10-64) 
c       c c c 

we easily obtain  : 

sT   + dT/d|   +   (m /m)   df/d^   = ä2T /of,2    , (Eq. 10-65) 
o o 0 o 

in which the solution to the steady-state equation   : 

T   = T    +  (T     -  T )  e * (Eq. 10-66) 
i s i 

where T. is the constant initial temperature at £ = -°oand Ts is the time-average 
surface temperature at £  =0, implies that oT/d4 = (T   - T ) e^. 

Boundary conditions for Eq. 10-65 are T0 = 0 at £ = -«, plus an interface condition 
at £ = 0.    We may derive the useful form of the interface condition as follows. 
First, m is related to T   by the surface pyrolysis hypothesis   : 

m   =  B   exp (-E /R°T ) 

with B B and E s presumed to be known constants (see Chapter 6 Sections 2.1.3.7 and 
2.1.3.8).    This formula may be used to express Tg in terms of m, but here we 
need only the linearized result for mo as a function of Tc s, viz., 

m0/m  =   (Es/R°T8)(Tos/fs) (Eq. 10-67) 

Next, we use the interface energy conservation equation (Eq.6-21 of Chapter 6), and 
introduce the assumption that all gas-phase processes are quasisteady, so that Eq. 
6-32 of Chapter 6 is applicable.    This leads directly to Eq. 6-74 of Chapter 6, which 
we may rewrite as   : 

m"cc (dT/d*)s   +  m [LB - Q + cp fTf - TJ]  - 0 

where Ls = Ls + (cp - c C)(TS - TB), according to thermodynamics, is the heat of 
gasification per unit mass ot reactant mixture consumed (assumed constant), cP is 
the specific heat at constant pressure for the gas (assumed constant), Tr is the 
flame temperature and radiative energy fluxes have been neglected.    The time 
average of this result taken with Eq. 10-66 merely defines Tf;   the linear perturba- 
tion of the equation can be expressed in the form   : 

(dT  /dO   - (T   - T )(m /m ) - (c /c  ) T     - T     - 0   , (Eq. 10-68) 
s s i 0 p       c.        o 1 OS 

where Tof is the complex amplitude of ihe flame temperature perturbation.     Fin- 
ally, in order to avoid the more complicated aspects oi chapter 6 Section 2.1.3, the 
simple approximate formula for the quasisteady gas-phase mass burning rate m 
given at the end of Chapter 6 Section 2.1.3.4 may be employed   : 

m   -   Cp11'" exp (-E/2R Tf)   , 

where C is a constant, n is the reaction order and E is the activation energy for the 
gas-phase reaction.     This formula, which yields   : 
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m /rii = (n/2)(p /p) + (E/2R° T )(T   ,/f ) (Eq. 10-69) 

0 0 f       of      f 

upon linearization, is seen from the results of Chapter 6 Section 2.1 to be only a 
very rough approximation to the quasisteady solution of the aerothermochemical gas- 
phase problem.    When Eqs. 10-67 and 10-69 are used to eliminate mo and Tof from 
Eq. 10-88 a surface boundary condition is obtained which involves only Tos, (d To/ 
d£ )s, the pressure perturbation p0 which is assumed to be given and known con- 
stants. 

In order to solve Eq. 10-65 subject to the prescribed boundary conditions, one may 
note that a particular solution to the nonhomogeneous equation is (see Eqs. 10-66 and 
10-67)  : 

-T     (E /fe° T ) (1 - T /F ) e* /s 
OS H 8 

and that solutions to the homogeneous equation are of the form 

Ae' 

where 

k   -k-s =0 

The boundary condition T0 = 0 at £ = -°o implies that Re{k} > 0 and therefore the 
acceptable solution to the characteristic equation is  : 

k  =  (1 + VI +4s )/2     . (Eq. 10-70) 

With this value of k, the constant A can easily be adjusted to make the sum of the 
particular solution and the homogeneous solution satisfy the surface boundary con- 
dition.    Evaluation of the resulting formula fcr To at the solid-gas interface, utili- 
zation of Eq. 10-67 to express this result as a relationship between mo and po and 
finally the introduction of Eq. 10-60, yields after a little algebra : 

y  =  (n/2) b k/[k 2 - (1 + a - b) k + a]     , (Eq. 10-71) 

where   : 

a == (EF/R0TS)(1 - T^)  ,   b == 2 Es cp Tf
2/E Cc T/      . (Eq. 10-72) 

Equation 10-71 is a two-parameter formula for the dimensionless acoustic admitt- 
ance 2y/n as a function of the dimensionless frequency k. 

Curves of Re {2y/n} as a function of (s/i) for various values of a and b , which 
could easily be computed from Eq. 10-71 were not given in Ref. (49) because the main 
concern of the work was to investigate inherent, nonacoustic instability of the com- 
bustion process instead of the acoustic response.       The study shows that there is a 
region in the ab plane in which the system is inherently unstable;   for propellants 
with values of a and b that fall within tnis region, it is not very meaningful to dis- 
cuss acoustic responses.    We shall return to this nonacoustic aspect of the study in 
Section 6.    Recently, extensive admittance results have been given for a model 
which basically is very similar to that of Ref. (49) (see J. C. Friedly and E. E. 
Petersen, AIAA J. 4,  1604,  1966).    These results agree qualitatively with those 
developed below for a ~1 + b.    The analysis of Ref. (49) has been generalized by in- 
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troducing a linear temperature dependence of the thermal conductivity of the solid 
(to, Imber. AIAA J. 4 , 161Q1966). 

At present, we may note that it is possible to infer how Rejyf behaves by expanding 
Eq. 10-71 for small and large values of | s |.   While there is no question about the 
validity of the expansion for small | s |, it should be remembered that the basis of 
this low-frequency theory becomes questionable at high js |.    Nevertheless, the 
result of the large j s j expansion may provide qualitative information about the nat- 
ure of the solution at intermediate values of |s| , where the theory is more likely to 
be reasonably good.    The expansions are given below  : 

^[l4^l)s,l^^lH2a-Ds2,...]   , Is «1 

y  =   (n/2)b (1 -i)/V8|sj     + ...,- |s|   » 1. 

The first of these expressions shows that as the frequency approaches zero, y app- 
roaches the quasisteady pressure exponent of the burning rate, n/2. thereby giving 
an amplification effect for n > 0.     As u) increases from zero, Im {y} becomes 
positive if a > 1 and negative if a < 1.      Since Im {y} is always negative at suffic- 
iently large u> according to the second expression, it may be inferred that the two 
expansions can approximately have overlapping regions of validity only if a < 1, 
which physically is perhaps somewhat less likely to occur than a> 1.    The second 
expression exhibits an amplification tendency in the high-frequency limit, the mag- 
nitude of which approaches zero as a» —«.    The last term of the first expression 
implies that Re{yj decreases as u> increases at small u>, if a is either small or 
large;   there is a region in the neigh Drhood of a - 1 + b where Re{y} increases with 
increasing u) at small u>.    For a «1, it seems likely from these results that Re{y} 
is a monotonically decreasing function of a> with its maximum value at the quasi - 
steady limit u = 0.    For a « 1+b, there must be at least one peak value of Re{y) 
which exceeds the quasisteady value.    For a »1, the situation is not clear from 
the expansions, in that there may or may not exist an intermediate range of freq- 
uencies over which Re {y} exceeds its quasisteady value.    The qualitative character 
of the curve of Re {y} as a function of u) appears to depend more strongly on the value 
of a than on the value of b.    All values of a considered in Ref. (44) were greater than 
unity (~10 or 20), and this may account for the fact that Ref. (44) generally found peak 
values of Re {jr} that were appreciably above the quasisteady values. 

5.5.2.   Response at Arbitrary Frequencies   -  Two pertinent objections that can be 
raised against the preceding low-frequency theory are first that it is restricted to 
low frequencies and second that the quasisteady solution employed for the gas-phase 
problem (Eq. 10-69) is somewhat primitive according to the standards set in Chapter 
6 Section *     To remedy either of these objections adequately will almost certainly 
require going to numerical computations at an earlier stage in an analysis.    Al- 
though the second objection can certainly be corrected more easily than the first, it 
seems reasonable to attempt to remedy both simultaneously if extensive numerical 
computations are to   e employed.    In this section we give the pertinent governing 
equations, first derived in Ref. (50), which will have to be solved numerically in 
such an approach.    No effort has been made to obtain numerical solutions yet. 

The physical system studied in Ref. (50) is the time-dependent generalization of the 
Johnson-Nachbar mode! which was described in Chapter 6 Section 2.1.3.1. It will 
be recalled that the same essentials, a surface pyrolysis and a one-stqp gas-phase 
reaction, appeared in the model of the previous section. belies tractability, a 
good reason for treating this model is some success with steady-state burning of pure 
ammonium perchlorate; thus, the response theory might be tested experimentally 
by experiments on ammonium perchlorate. 
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Equation 10-63 is the only nontrivial conservation equation for the solid phase, under 
the assumption that mechanical vibrations of the solid are negligible.    The one- 
dimensional, unsteady fornris of the gas-phase conservation equations are easily 
written down from Eqs. 6-7 to 6-10 of Chapter 6 and the momentum equation is 
jasily shown by order of magnitude estimates; to reduce to the statement that the 
pressure p is independent of x;   differential forms of ail of the other gas-phase con- 
servation equations remain.    Equations 6-11 to 6-18 of Chapter 6 provide necess- 
ary subsidiary relationships and all of the assumptions, e.g., binary diffusion of 
Chapter 6 Section 2. i. 3.2, excluding the steady-state assumption, are introduced. 
We might note that to assure their validity, all equations are written in an inertial 
frame in which the velocity of the constant-density 3olid is constant.    This causes 
the location of the solid-gas interface to vary sinusoidally about its mean position 
x = 0 and the motion must be accounted for in the simplified forms of Eqs. 6-19 to 
6-22 of Chapter 6, the solid-gas interface conditions, used in the analysis.    A term 
involving motion of the surface also enters into the surface pyrolysis law and the 
motion makes it necessary to give some thought to as*"-. mg that temperature and 
pressure is continuous at the interface:.    In addition to these interface conditions, 
the boundary condition T—VI^ = const, at x = -00 is specified and isentropic, frozen- 
composition sound-wave boundary conditions are imposed on p, T, p and Yi at x = 
+ oo, with p(t) at 4- <x> presumed to be prescribed.    With the steady-state solution 
known from Chapter 6 Section 2.1.3, it is then possible to derive a set of linear, 
ordinary differential equations with variable coefficients for the complex perturba- 
tion amplitudes associated with sinusoidal oscillations of any given frequency w. 
Solution to these equations, subject to the specified boundary and interface condit- 
ions, will yieid in particular mof, the value of the complex mass flux perturbation at 
x = °°.    The ratio of m0f, to the prescribed p0 gives directly fre desired admittance. 

The derivation and even the initially resulting complete sef of linear equations are 
too lengthy to be reproduced here.    Nevertheless, a partial solution to the set may 
be obtained analytically.    Thus, since the coefficients in the heat conduction equa- 
tion for the solid are constant, an analytical solution for T in the condensed phase 
can be obtained and the result is essentially the same as that of the previous section. 
Furthermore, since no external forcing function is applied directly to the species 
mass fractions and since equal diffusivities is postulated, one would expect that even 
in the time-dependent case, all mass fraction oerturb* fions would be simply expr    - 
sible in terms of the perturbation of mass fraction of    principal reactant.    This 
expectation is borne out.    After these eliminations are made, only three linear, 
nonhomogeneous, ordinary differential equations with variable coefficients remain. 
These are the perturbation form of the first-order overall continuity equation for the 
gas, the perturbation form of the second-order equation for conservation of the prin- 
cipal reactant in the gas and the perturbation form of the second-order energy con- 
servation equation in the gas.    This fifth-order system has five independent bound- 
ary conditi^ s, two at x = <*> (subscript f) and three at x = 0 (subscript s).    The 
equations and boundary conditions are given below  : 

ps(F0-2T0)+d£/(!$ = <>   , 

psY)+ dY0/d* - ri2Y0/djt2+m0dY/d£ = - wy V
wrVw

(>Po'    }(Eq. 10-73) 

2 

ps(To + qYoHd(To 4 qYQ)M - <«2<¥0 * qY^/d^ = spQ(y - l)/y,' 

with  : 

Y0f= 0    , T    = p0(y- l)/y , 
L ~ (Eq.10-74 

sE'Tn    = mn (s +hE'/p')    , cont'd on 
0y °F p. 653) 
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(dT^d^ = [1 - (c'/2)(l- vTT4/3p's)j TOR (Eq. 10-74) 

+2mcJl + y/l + Aßp ,sf1[h(l-ßc')-(//2)(l -Vl + 40p's)|   . 

In these equations, s and £ are defined as in Eq. 10-64, except that the steady-state 
gas properties at x = °° replace the solid properties Pt., * C and cc.    The tilde in- 
dicates that a quantity has been made dimensionless by dividing it by its steady-state 
value at x = °°.    The quantity Y is the mass fraction of the principal reactant.    The 
notation wY, wr and wp stands for the steady-state partial derivatives (3w/3Y)0, T, 
Tf (dw/dT),,, Y andp(dw/ap)T Y, where w(p, T, Y)cpm2AK is the local mass per 
unit volume per second of the principal reactant consumed in the steady state.   Other 
notation is: cpTf q =_- gas phase heat release per unit mass of principal reactant consumed. 

c' = Cc/Cp,   p' =2  Pv/Ptt ß = *cCp Agcc,   y ~ specific heat ratio for gas, E' -- EaTr/ 
R°T2

S the dimensionless activation energy for pyrolysis, cpTfh = steady-state en- 
thalpy change in going from solid at initial temperature Tl to gas at temperature Ts,. 
CpTf 1= heat of gasification per unit mass.    In writing Eq. 10-74, it is assumed that 
the solid density is large compared with the gas density at the interface and that the 
steady-state gas-phase chemical reaction rate is negligibly small at the interface. 

Since Eqs. 10-73 and 10-74 are complex, they are actually equivalent to a tenth-order 
system in real variables.    The variable coefficients in the differential equation enter 
through p , dY/d£ and the w derivatives;   they are known from the steady-state sol- 
ution but in general are available only numerically.    To obtain a numerical solution 
to Eqs. 10-73 and 10-74 is a challenging problem.     Simplifications can, of course, 
be made through suitable choices of values for the various parameters but it appears 
that in any case accurate numerical calculations would be quite lengthy. 

In Ref. (50) an approximate analytical solution to Eqs. 10-73 and 10-74 is extracted 
for the limiting case of low-frequency response of a system, with a high activation 
energy for the gas-phase heat release process.    The restriction to high activation 
energies causes the steady-state pressure exponent of the burning rate to vanish, so 
that the results can be applicable only for 'mesa' type propellants;   they may also be 
approximately correct for pure ammonium perchlorate at sufficiently high pressures. 
In the low-frequency regime, in order to approximate mesa propellants the theory of 
the preceeding section must take n = 0 arid then predicts that y ^ 0.    What we are 
investigating here is the extent to which an approximation for the gas-phase region 
which differs from that of Section 5. 5. 1 can alter the null result.     It is found (50) 
that the result is not altered very much at all.    The value of |Re{y } | is found to 
remain below roughly 10"   in the region where the low-frequency approximation is 
valid, for systems with reasonably assigned parameter values.    As u< increases 
from zero, Re{y} is found to first drop to very small negative values then return to 
zero and begin to become positive and somPv hat larger in magnitude as the low- 
frequency approximation begins to fail.     These results are said to involve a  totally 
unrealistic and misleading overapproximation' (5).    The results certainly are un- 
realistic for propellants other than mesa-type and the approximation will bo mis- 
leading, if this restriction is not borne in mind. 

It is clear that much vork remains to be done in obtaining unobjectionable theoretical 
predictions of the acoustic response of homogeneous propellants. 

5.6.   Models for Heterogeneous Propellants 

It appears that only three investigators have addressed themselves specifically to 
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the problem of acoustic amplification by heterogeneous propellants.    Cheng studied 
a two-constituent system in which one of the constituents burns throughout the 
chamber volume, producing homogeneous rather than surface amplification;   this 
work has been refer ed to in Section 5.1 and will not be discussed here.    Tt was 
indicated in Section 5.3.2 that Barrere extended the analysis of Green and Nachbar 
to account for propellant heterogeneities in an approximate way;   the elements of 
this extension are discussed briefly in the following paragraph.    Finally, Wood (51) 
proposed and analyzed a model which accounts for variations in stoichiometry, dur- 
ing oscillatory combustion of composite propellants.    Most of this section will be 
concerned with Wood's work. 

Barrere and Bernard (43) suggest that one way to account for propellant heterogenei- 
ties in the model of Refs. (40) and (42) is to allow the time lag r for the gasification 
rate response to vary in a random way over the surface of the propellant.    This is 
accomplished by introducing a probability 4 , which lies between 0 and 1 and v/hich 
is defined with respect to the random variable r.    The function £ (T) is the proba- 
bility that the value of the time lag lies between 0 and r.    The gasification rate 
which should appear in the analyses of Refs. (40) and (42) then becomes  : 

«ft). /' iMW = /B.-V*-T(e,Jd«    , 
o os 

where the inverse function r(|) is assumed to exist.    In Ref. (43), this equation is 
linearize ' and used in an analysis which otherwise is the same as that of Refs. (40) 
and (42).    Results are obtained for a number of physically reasonable probability 
functions £ (r).    The conclusion drawn in Ref. (43) is that, in general, the intro- 
duction of a distribution of time lags decreases any tendency toward 'resonance' de- 
duced in Refs. (40) and (42) and discussed later in Section 6.2. 

Wood (51) obtained expressions for the acoustic admittance of composite propellants 
containing two constituents (oxidizer O and binder B) which gasify independently.   He 
points out that there is a characteristic time for the burning propellant surface to 
regress a distance equal to the diameter of the average oxidizer particle, which may 
lie between 2 x 10" sec (for 2 micron particles in a propellant whose mean burning 
rate is 1 cm/sec) and 2 x 10_1sec (for 200 micron particles in a propellant whose 
mean burning rate is 10"   cm /sec), and which perhaps is typically of the order of 
2 x 10" sec.    When the oscillation period is long compared with this time, many 
new orichzer particles are exposed during a cycle, thereby causing the overall 
stoichiometry to be approximated reasonably well during a cycle by its constant av- 
erage value for «teady-sta^e combustion at the instantaneous chamber pressure. 
Thus, at low frequencies  : 

A0m0/ABmB  =   v 

where m i is the mass flux of species i gasifying from the propellant surfaces on 
which species i is exposed, Ai denotes the propellant surface area that is covered 
by species i and *>is ixhe oxidizer-fuel mas» ratio in the bulk of the propellant.    On 
the other hand, when the oscillation period is short compared with this time, then 
there is a negligible change in the exposed surface area of each constituent d-. ing a 
cycle and periodic oscillations in overall stoichiometry may develop, if the oscilla- 
tory pressure responses of the gasification rates of both species are not related in 
such a way that the ratio mo /me remains constant during the cycle.    The condition 
for maintaining constant stoichiometry at high frequencies may therefore be express- 
ed as moo /mo    =   mno/mn, where the bar denote? the time-average value and the 
subscript o again identifies the complex amplitude;   only for special propellent com- 
binations will this condition be satisfied.    Reference (51) addres    s the question of 
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what the effects on the surface-average propellant admittance will be when this con- 
dition is not satisfied. 

The model of Ref. (51) postulates independent gasification of species O and B, foil- 
t ved by gas-phase mixing and combustion of O and B.    The gas-phase processes 
are all assumed to be rapid enough for a quasisteady treatment of them to hold; 
thus, the analysis is inapplicable at very high frequencies.    Instantaneous surface 
gasification rates of each species are assumed to be given by  : 

m/iiij  =   (p/p)Mi     , 

where both fij are constants.    The total binder surface area AB is assumed to be 
constant and the binder regression rate is taken as that of the propellant.    The ox- 
idizer particles are taken to be spheres which are released by the propellant at a 
rate (number per unit propellant area per second) determined by the binder regres- 
sion rate.   The sphere radius at the time of release is taken to be constant and the 
sphere radius is assumed to decrease with time at the regression rate of the oxi- 
dizer.    Certain generalizations of these assumptions are also considered in Ref. 
(51) e. g. variable binder surface area and binder regression rate differing from 
propellant regression rate, but the corresponding results will noi be discussed here. 

Space limitations prevent us from giving the analysis of Ref. (51) here.    The result 
is  : 

y = MB + ^0io-^B)^1+l/)"1+ (a- ß)]*   > (Eq. 10-75) 

where a and ß are the isobaric, quasisteady composition sensitivities  : 

a = dtnTf/dv    ,    ß = dtnm{/dv 

where Tf = flame temperature and mf = mean molecular weight of final reaction 
products and where  : 

* = 1 + (3/D/-L . Jl 2_     2 exp(ia,T) \ 
If      «V    »V a>V       / 

in which <u is the frequency and ris a characteristic burning time of an oxidizer 
sphere, defined as the ratio of the initial sphere radius ro to the mean oxidizer re- 
gression rate m0 /p0 .    The value of Re {i//} goes monotonically from OatwT = 0 to 
1 as OJT-»°O.    Furthermore, for most current propellants the quantity in the square 
brackets in Eq. 10-75 is positive (51).    It follows that the sign of the difference be- 
tween Re {y} and its quasisteady value /JB is the same as the sign of ßo - MB ;   i.e., 
at frequencies comparable with or greater than 1/r, stoichiometry fluctuations 
produce increased amplification if JJ0 > MB and decreased amplification if u0  < ^B * 
Assuming that u0 is the pressure exponent for the linear deflagration rate c' the 
pure oxidizer, one may estimate the magnitude of the effect of stoichiometry fluctu- 
ations.    Reference (51) giveb numbers for a propellant combination with ß0 =1.2 
and uB = 0.6 which indicate that the effect can be quite large at frequencies above 
103 cps for ammonium perchlorate oxidizer particles larger than about 20 microns 
in diameter. 

In view of the primitive state of our present understanding of steady-state combust- 
ion mechanisms of heteror ?neous propellants (Chapter 6 Section 4), it is not surpri- 
sing that there are many theoretical uncertainties concerning their acoustic respon- 
se.    The different complexions of the models adopted in Refs. (43) and (51) under- 
score these uncertainties.    Thus, propellant constituents are distinguished only by 
assigning them different gasification time lags in Ref   (43), while the pyrolysis law of 
Ref. (43) is not even considered in Ref. (51) where gasification instead isassumedtobe 
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expressible in the usual empirical form m ~p^ for each constituent independently. 
There is very little basis for either of these assumptions.    The use of a time lag 
in the conventional pyrolysis formula has not been justified from first principles *nd 
in any event it would seem to be desirable to permit different constituents to have 
different activation energies and frequency factors in the analysis of Ref. (43).   Sim- 
ilarly, the p^ dependences, if at all applicable for individual constituents, certainly 
must conceal many fluid mechanical and chemical kinetic mechanisms.     These 
statements are not meant tt detract from the work in Refs. (43) and (51);   in our 
current state of ignorance i.-jthing better could be offered.    The comments are in- 
tended merely to emphasize that there is doubt about the physical meaning of the 
results. 

5. 7.   Small-Amplitude Erosive Effects 

5. 7.1.   Introduction   -  At the outset of any discussion of erosive phenomena, one 
must distinguish between steady-state erosive velocities and acoustic oscillatory 
erosive velocities.    Depending on the motor geometry and the excited acoustic mode, 
cither type of erosion may occur in the absence of the other, or both may occur to- 
gether.     First we consider steady-state erosion in the absence of acoustic erosion, 
next acoustic erosion alone and finally combined effects.    Our principal conclusion 
will be seen to be that at present there exist no theories of acoustic response for any 
type of erosive conditions. 

5. 7. 2.   Acoustic Response with Steady-Stale Erosion   -   Radial modes in cylindrical 
motors with tubular grains constitute one example for which erosively burning char- 
ges respond to rcoustic pressure oscillations, in the absence of any oscillations ir. 
the component jf velocity parallel to the surface.    A few theoretical analyses exist 
for steady-state erosive burning;   those are based on the boundary-layer approxi- 
mation for the velocity field and have been reviewed in an earlier chapter.    A 
reasonable approach to the problem at hand would be to introduce a small-amplitude, 
sinusoidal pressure oscillation into the models employed in these theories and to cal- 
culate the resulting time-dependent velocity normal to the surface at the outer edge 
of the boundary layer.    Such calculations would be difficult, but not prohibitively so. 
Calculations of this type have been completed recently for fuel surfaces burning in 
oxidizer streams, but the pre mixed character of the combustion in the boundary 
layer of a solid propellant would make the calculations more difficult.    Neverthe- 
less, the time is near when these acoustic response calculations for specific Models 
nf erosive burning can reasonably be attempted.    The theory of Ref. (40) and its 
generalizations may be thought of as accounting for erosion in a sense, because the 
gas layer across which heat is transferred for this model apparently is thought of as 
a fluid dynamical boundary layer.     However, the treatment of this layer in the 
theory is too crude for useful predictions to be made, concerning the effect of eros- 
ion on acoustic response. 

Unfortunately, the boundary-layer approximation, on which existing steady-state 
erosive burning theories are based, is not valid everywhere on the surface of the 
grain.    At the upstream end of a tubular charge, steady erosive velocities usually 
go to zero and there can be an appreciable part of the motor over which the erosive 
velocities are too small for the use of boundary-layer theory.    The controversial 
phenomenon of 'negative erosion' pertains to these regions.     No acceptable models 
of steady erosive burning exist for these regions and therefore response calculations 
cannot yel be attempted for them. 

5. 7.3.   Acoustic Erosion Without Steady-State Erosion   -   Transverse modes in an 
end-burning, cylindrical motor give rise to acoustic erosive velocities even though 
the steady-state erosive velocity vanishes.     The intuitively expected influence of 
such purely acoustic erosion on propellant response is peculiar.     It is reasonable 
to assume by symmetry that the burning rate depends only on the local magnitude 
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but not the direction of the erosive velocity vector and its time derivatives.    If this 
assumption is true under oscillatory conditions, then sinusoidal erosive velocity 
oscillations of frequency w produce a burning rate response at frequency 2u> and 
also higher harmonics at frequencies 2nu> (n = 2, 3} ...), but no response at the 
original frequency w.    These conclusions follow directly from the Fourier cosine 
expansion of |cos wt | = f(l + cos 2wt)/2|2 .    Although harmonic generation is char- 
acteristic of nonlinear phenomena, in the present problem it can arise from a linear 
dependence of m on   lul , the absolute value of the erosive velo   ly.     Such a linear 
dependence has usually been assumed to exist for sufficiently small values of |u I 
(52), thus giving rise to a linear proportionality between the erosive component of 
the burning rate response and the magnitude of the amplitude of the erosive velocity 
oscillation juof under the present conditions.    This linearity tempts one to term the 
phenomenon 'linear' in spite of its nonlinear attributes, but upon noting that the pro- 
portionality to | uo I has little or no physical basis (e.g., response proportional to 
|UQ| 

m with m / 1 at low amplitudes is equally acceptable), one realizes that the 
phenomenon is essentially nonlinear in all ways.    Thus, small-amplitude, acoustic 
erosion in the absence of steady-state erosion is a non-linear effect which intuitively 
cannot contribute tc "coustic admittance because of the absence of a Fourier com- 
ponent at frequency a». 

This nonlinear phenomenon might be important because it can conceivably co*".e into 
play at lower amplitudes than other nonlinear phenomena.    Some of its possible 
effects on motor stability are discussed (53), to which some corrections and exten- 
sions are made (54).    The conclusions of Ref. (53) are that there are conditions 
under which a linearly stable motor can become nonlinearly unstable by thij mech- 
anism and there are also conditions under which the mechanism can cause a linearly 
unstable motor to achieve a time-independent limiting amplitude of oscillation.     It 
should be remembered that the detailed reasoning involved in these deductions is 
highly speculative.    Since no theories of steaay erosive burning exist for small er- 
osive velocities, it is not surprising that no theories exist for the burning-rate re- 
sponse to acoustic erosion in the absence of steady-state erosion. 

5. 7. 4.   Combined Steady-State and Acoustic Erosioi   -  There are numerous in- 
stances e.g., axial or t ^qential modes in cylindrical motors with tubular grains, 
in which steady-state erosion and acoustic erosion are superimposed.    In view of 
the complicated nonlinearities associated with purely acoustic erosion, one might 
expect that combined effects would be complex and nonlinear.    In general they are. 
For example, if the acoustic erosive velocity vector is normal to the steady erosive 
velocity vector, then the attractive hypothesis that the burning rate is independent of 
the direction of the local erosive velocity vector again leads to the conclusion that 
acoustic erosion generates harmonics but produces no burning-rate response at the 
applied acoustic frequency.    One expects to find Fourier components of the burning 
rate response at the applied frequency only when there is a component of the acous- 
tic erosive velocity parallel to the steady erosive velocity, e.g., longitudinal modes 
inside tubular grains. 

There is one limiting case of combined steady-state and acoustic erosion which is 
relatively simple in that the time-dependent effects are truly linear.    This is the 
case in which the magnitude of the velocity amplitude vector for acoustic erosion is 
small compared with the magnitude of the steady-state erosive velocity.     Provided 
that the steady erosive velocity is high enough for the boundary-layer approximation 
to be applicable, the burning-rate response in this limiting case can be analyzed by* 
the same methods and with the same degree of complexity discussed in the first 
paragraph of Section 5. 7.2.    The result of the calculation would be an admittance 
formula containing two types of terms, one corresponding to Section 5. 7.2, giving 
the pressure response and the other proportional to the ratio of acoustic erosive 
velocity to pressure amplitudes, giving the acoustic erosive response.     By treating 

pp acoustic erosive velocities that are perpendicular to the steady erosive velocity in 
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kuch an analysis, one could either verify or disprove the hypothesis of directional 
independence of the burning-rate response for the adopted model of the combustion 
zone.    By treating acoustic erosive velocities that are parallel to the steady eros- 
ive velocity m such an analysis, one could obtain acoustic-erosion admittance for- 
mulas for the only conditions under which everyone agrees that there should exist 
a purely linear effect of accrstic erosion on response.     Even in this case, one 
might ask t^w acoustic energy at the given frequency fed into the cavity, in such a 
way that its acoustic velocity vector is normal to the burning surface (as always 
occurs in boundary-layer response) c in be redistributed into the original chamber 
mode, in which a component of the acoustic velc :ty is parallel to the burning sur- 
face and whether there are appreciable losses associated with the redistribution. 

Although no analyses of linear acoustic erosive response have been presented, a 
discussion 01 possible linear erosive effects on mot'    stability is given (52).    The 
discussion is based on assumptions which are equiva,.nt to the statement that for 
sinusoidal waves the burning rate can be expressed as fu   real part of  : 

m --- m + (2 m/9p) p' + (Dm/a | ü |) |u I + (3m/au') u'   , (Eq. 10-76) 

where lu | is the magnitude of the steady-state erosive velocity, u' is the complex 
component of acoustic erosive velocity which is parallel to the steady erosive velo- 
city (!uM< lul by assunr -ion), p' is the complex pri^sure perturbation, m and 
(dm/d|ul) are evaluat d for zero steady erosive velocity and for zero oscillation 
amplitude.    The othe   two partial derivatives may be complex and depend on freq- 
uency as well as on steady, non^rosive comiitions,     Thus steady erosion, in addit- 
ion io acoustic erosion, is ast jmed to b^ ^xprossibte in a linearized manner;   it is 
not clear to what extent this q lestionablr assumption is essential to the development 
or to the results     A eoneluni MI (52) is that for internally burning tubular grains, 
the linear erosive effects are appreciably different for end-vented chambers than 
for side-vented chambers osciliiting m odd longi'  dinal modes,     in the former case 
steady erosion is found to be more important than acoustic erosion, while the oppos- 
ite is found in latter case.    An indication is also obtained that acoustic erosive 
velocities may dominate stability when the frequencies of two different natural 
modes of the chamber coincide, provided tnat the combined effects of the two modes 
correspond to neutral stability in the absence of acoustic erosion ('degeneracy'). 
Thus, it is possible to draw a few tentative conclusions without knowing what the 
linear, acoustic, erosive response of the propellant is. 

When local sinusoidal acoustic erosive velocities are parallel to the local steady- 
slate erosive velocity but are not always small compa-ed with it, an interesting 
sequence of events may occur.    If linear amplification occurs, the acoustic erosion 
may gradually build dp until its amplitude reaches and eventually becomes much 
larger than the ste" 'y erosive velocity.    In the course of this buildup, more and 
more energy may be transferred from the original frequ* icy u> to higher harmonics 
by the acoustic erosive effect.      This rate of energy remo' ~i may eventually balance 
the linear amplification rate,   so that a steaiy amplitude L.    cached for oscillations 
at the original frequency under conditions such that the acouctic oscillations in the 
bulk of the chamber are still well within the linear range.     Similar balances may 
develop for all of the harmonics, so that a steady linear condition is reached in 
which the amplitudes of all harmonics are constant, independent of time.    A medi- 
an: sm   of this type was described (55) for Rijke tube oscillations.    By itself, it 
would not appear to produce peak amplitudes of oscillation that would be of practical 
concern in real motors.    See Rei.   (53) for discussions of this and other mechanisms. 

6.   Theories of Nonlinear and Nonacoustic Instabilities 

6. 1.    Introduction 

We now abandon the ideas of acoustic admittance and of linear acoustic amplification 
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and clamping and we proceed to consider specific nonlinear and/or nonacoustic 
mechanism for combustion instability.    The possibilities are manifold but the 
theories are few and disconnected.     We shall review existing theories under four 
separate headings, changes in mean burning rate (Section 6.2),  inherent instabilit- 
ies (Section 6.3) low-frequency instabilities (Section 6.4) and nonsinusoidal wave 
forms (Section 6. 5).    The first category is an example of a nonlinear acoustic 
effect, as are some of the items in the last category.    Most items in the second and 
third categories are nonacoustic, linear phenomena.     Certain theoretical aspects of 
nonlinear or nonacoustic phenomena have already been discussed (e.g., Secüun 
5. 7.4).    ^he background for nomenclature, physical aspects and experimental basis 
is given in Chapter 9 Sections 2 and 6. 

6.2.   Changes in Mean Burning Rate 

It has been remarked in Chapter 9 that experimentally, changes in mean chamber 
pressure resulting from changes in mean burning rate are perhaps more noticeable 
consequences of acoustic instability than are the oscillations themselves.    Some 
theoretical effort has therefore been expended on the problem of predicting the cause 
and extent of changes in mean burning rate which accompany finite-amplitude, 
acoustic oscillations. 

The most obvious candidate for producing mean burning rate changes is acoustic 
erosion.    If steady-state erosion effects are known and the mode Si.^pe and ampli- 
tude are also known, then the magnitude of this effect can easily be estimated pro- 
vided that one postulates sinusoidal and quasisteady erosive conditions.    Crudely, 
by approximating the steady-state erosion in terms of an erosion constant k such 
that   : 

m(u)   =  m (0) (1 +k |u~| )     , 

one easily can show that the quasisteady change in mean burning rate, produced by 
an acoustic erosive velocity which is parallel to the steady erosive velocity, is  : 

Am = ä(0)(2k/7T)[- | (I | cos"1( |ü | / juo | )+ (|uj2 - |ü|2) l/2 ]      (Eq.10-77) 

for   |u0|>lu~l and zero for |u0|< li .,     ?•«?!•< UQ is the complex amplitude of the 
acoustic erosive velocity and the aio     ' V—sented by cos _1 is defined to lie bet- 
ween 0 and TT/2.    This formula predicts an increase in the mean burning rate due 
to acoustic erosion whenever [u« j >|u I   and k >0;   for a given value of |u0|, the 
largest increase occurs when u = 0 aad is given by am = m(Q)(2k/ff) |u0j  .    The 
case k <0 corresponds to negative steady-state erosion and leads to a quasisteady 
decrease in mean burning rate, due to acoustic erosion.     The sign and the order of 
magnitude of   Am  predicted by Eq. 10-77 often agrees with experimental measure- 
ments made at pressure nodes (see Chapter 9 Section 4. 5).    However, the predicted 
numerical value seldom agrees well with exper*/nent and it is not expected because 
estimates generally indicate that acoustic erosion is not quasisteady.     Unfortunately, 
we do not yet have any good way to estimate values of nonquasisteady effects of 
acoustic erosion on mean burning rates. 

The only other finite-amplitude phenomenon that has received appreciable study as a 
possible mechanism for producing changes in the mean burning ivtc, is the non- 
linearity of the usual surface pyrolysis law (Eq.6-58 of Chapter 6) (40),  (42).    The 
effect is embeddevt in a particular model of the oscillatory combustion zone.     The 
elements of the model were stated near the end of Section 5.3.2.     A perturbation 
attack was adopted;   the theoretical approach was to complete the linearized analy- 
sis and then to calculate the amplitude of the surface temperature oscillations for a 
prescribed pressure amplitude or heat-transfer coefficient amplitude. 
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The nonlinear mean burning rate was then computed from the formula 

m =  [B^ exp (-Ec/R°Tr)J     , 

which differs from the formula for the linear mean burning rate, B« exp(-E.:/R°Ts) 
because of the nonlmearily of the exponential function.    A straightforward expansion 
in powers of (Ts - Ts)/Ts yields for the change in the mean gasification rate 

Am   =   (B E /R°T )exp(-E /R T )(E /2R°T   - 1)[(T   - T )/T  ]2 + ..., 
F      S 5 r F O       F F S L       P S S 

(Eq. 10-78) 

where + ... signifies terms involving time-averages of higher powers of (Ts - Ts)/ 
TR.    Equation 10-78 clearly shows that as the oscillation amplitude begins to be- 
come finite, the mean burning rate begins to_ increase if Eä/2R°TS>1 or decrease if 
E ,/2R0Tg<   1.    Typical values of_Es and T£ imply that an increase should usually 
be observed.    The magnitude of  Am for the present model can be calculated from 
Eq. 10-78 provided that T^, the pyrolysis parameters and the oscillation amplitude 
of Tp are known.    Since Eq. 10-78 implies that   Am is proportional to the square of 
the amplitude of Ts, effort was expended (40), (42) to find conditions called 'reson- 
ance', under which the Ts amplitude was  large for moderate or small pressure 
amplitudes.    These are the conditions for which the model predicts large changes 
in mean burning rate and mean chamber pressure at moderate pressure amplitudes. 

The resulting formula for (T^ - T )/T   (42) reveals the qualitative and quantitative 
influence of various propellant and*operating parameters on 'resonance'.    For ex- 
ample, increasing Bs always promotes resonance;   decreasing EH promotes reso- 
nance substantially in the range of representative values of E .    Furthermore, re- 
sonance never occurs in the model, if the time lag r for gasification is either too 
small or too large. 

The precise definition of 'resonance' that was used (42) is the condition under which 
linear harmonic theory predicts that the amplitude of surface temperature oscilla- 
tions is infinite for nonzero amplitude of oscillation of the gas-phase heat-transfer 
coefficient.    This condition requires that for given propellant and operating para- 
meters> the time lag r of the theory (Section 5.? 2) as well as the oscillation freq- 
uency ÜJ, must both assume specific value^.    ?      e r is supposed to be a propellant 
property, it is extremely unlikely that such 'ret,, nance' would ever occur in a real 
propellant.    The practical objective of ,-he study was to find near-'resonant' prop- 
ellant and operating conditions, for which a range of frequencies would exist over 
which an appreciable change in mean burning rate would occur.    The qualitative 
dependences cited in the preceding paragraphs are approximately applicable to near- 
'resonances'. 

The occurrence of 'resonance' according to the precise definition of Ref. (42) is 
generally symptomatic of more deep-rooted interpretive difficulties in linear har- 
monic theories.    If the assumption of an harmonic time dependence is relaxed and 
the inherent stability of the system is investigated, it is generally found that sys- 
tems .vith physical properties falling on one side of the resonance are inherently 
stable while those with properties on the other side are inherently unstable (see 
Section 6.3).    The implication is that some of the near-'resonance' conditions 
found (40),  (42), may correspond to sysiems that are inherently unstable;   this in- 
herent instability would not be revealed by the harmonic analysis employed.     ■• :z 
difficult to see how linear models of inherently unstable systems can properly rep- 
resent real propellants because if the model were correct the propellant would not 
burn stably under isolation conditions and probably would'never have been developed. 
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Thus, it is possible <hat   some of the near-resonances (40),  (42), cannot be physi- 
cally meaningful.    The " ly to test this quesiion is to investigate the inherent 
stability of the system.    In defense of the work of Refs. (40) and (42), it should be 
emphasized that the complexity of the model is such that an investigation of in- 
herent stability would be somewhat difficult.     Furthermore, inherent instabilities 
might occur in all of the models discussed in Section 5 but they have not been con- 
sidered for any of these models except the one discussed in Section 5. 5. 1. 

Although some grosi-, qualitative indications of agreement between theory and ex- 
periment are cited in Refs. (40) and (42), there are some experimental results that 
are difficult to reconcile with the model.     For example, although it 's not quite 
clear what physical features are intended to be ascribed to the gas-phase boundary 
layer, it appears that the model was intenaed to be constructed in such a way that 
it would be applicable under both steady-erosive and nonerosive conditions.    If the 
model is assumed to be valid under nonerosive conditions, then it should agree with 
the observation (Chapter 9 Section 4. 4) of a-decrease in the mean burning rate at 
velocity nodes during instability.    This effect can be extracted from the theory only 
by taking Ej,/2R°T s <1, which is possible but appears on a priori  grounds to be 
rather unlikely.    Another point of possible qualitative disagreement is that changes 
in mean burning rate are observed experimentally to accompany large-amplitude 
acoustic instability over broad frequency ranges, for *he same propellant in cham- 
bers of different size.    This behavior is inconsistent with the 'resonance'-like re- 
sult of the theory.    There may ^eli exist particular propellants for which finite- 
amplitude changes in mean burning rate are properly described by the mechanism 
studied in Refs. (40) and (42).    But the model certainly is not universally valid. 

A variety of other finite-amplitude mechanisms can be proposed for changes in mean 
burning rate.    One of the most naive approaches is to assume that the conventional 
formula m = a pn holds under finite-amplitude, nonerosive, time-dependent condit- 
ions.    An expansion of this formula about mean conditions readily yields   : 

Am  = ap" [n (n - l)/2][(p-p)/p|2     +...      , (Eq. 10-79) 

which predicts a decrease in the mean burning rate at finite amplitudes for the usual 
case of 0 <n< 1. Although other general proposals can be made, the correct mech- 
anism is likely to be highly specific and to depend on properties of the motor as well 
as of the propellant. 

6.3.   Inherent Instability 

The steady-state solution tc the conservation equations describing a model of any 
physical system, may be linearly unstable to small -amplitude perturbations.     By 
this we mean that if the time-depenHont conservation equations ar^ n.learized about 
ihe steady solution and are solved subject to initial conditions that differ slightly 
from the steady-state conditions, then as time goes on the solution diverges away 
from the steady solution instead of converging to it.    We term any such steady-state 
solution as inherently unstable..    Clearly, lor any given model there may exist 
ranges of the physical parameters for which the solution is inherently unstable and 
other ranges for which it is inherently stable.    It would seem that any model of a 
combustion zone can be physically realistic only for ranges of its physical para- 
meters that correspond to inherent stability;   under inherently unstable conditions, 
in the absence of external interactions the flame will either go out, blow up or make 
a transition to a regime in which some other model is required.     This behavior is 
a property of the model   tself and has nothing to do with externally applied acoustic 
waves.     In principle, the inherent stability of the steady solution for any model of 
a combustion zone should be demonstrated before the model is accepted and before 

pp* it is used for investigations of oscillatory instabilities.     In practice, this is seldom 
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ever done because the inherent stability analysis is too difficult. Of al! the models 
that we have considered so far, inhe. at stability has been investigated only for the 
model described in Section 5. 5.1 (49) 

We biutli not present the details of the inherent stability analysis of Ref. (49).    The 
approach is similar to that taken in Section 5. 5.1;   instead of seeking harmonic 
solutions at the outset, the Laplace transform of the governing equations with re- 
spect to time is taken.    An equation which is identical in form to Eq. 10-71, is 
obtained for the ratio of the Laplace transform of the surface gasification rate to 
the Laplace transform of the pressure, with s being the Laplace transform variable. 
Inverting the transforms for the case of a step function in pressure at t = 0 yields 
the inherent stability;   this is one of a number of possible procedures.    The results 
are shown in Fig. 10-7, where the notation is that of Section 5,5.1.      The dashed 
curves labeled s/i give the frequencies of inherent instabilities tto t grow in ar. osc- 
illatory fashion.    It is seen from Fig. 10-7 that the model of Section 5.5.1 and the 
admittances reported therein, are not physically meaningful for real propellants if 
the value of 'a* is too large or the value of 'b' is too email.    In view of Eq. 10-72, 
this roughly requires that the activation energies for the surface and gas-phase pro- 
cesses not be too high;   inherent instability sets in if either of them becomes very 
large. 

Incidentally, Ref. (49) obtains the condition which was called 'resonance' in the pre- 
ceding section (42) at the boundary of the stable region, viz., when a + b = (a - b)2. 
Appreciable changes in mean burning rate at small oscillatory pressure amplitudes 
may occur for systems with physical parameters lying near this line, provided that 
the oscillatory frequency is in the favorable range. 

In Ref. (56), a combustion zone model is considered which is more complex than 
that of Ref. (49) in that time-dependent heat transfer, in a gas-phase region located 
between the propellant surface and a flame surface, is taken into account.    An 
analysis of the inherent stability of the system was not actually carried out in Ref. 
(56), but a step in this direction was taken by obtaining 'dispersion' equations.   The 
character of the approach is appropriate for investigating inherent stability but not 
acoustic response. 

6. 4.   Low-Frequency Instability and Chuffing 

The background for discussing low-frequency instabilities and chuffing is given in 
Chapter 9 Section 6. 4. Here we consider first a few theoretical aspects of linear 
phenomena and then nonlinear phenomena. 

The recent linear theories for the onset of low-frequency instability are reviewed 
briefly in Chapter 9 Section 6. 4. 4;   the analyses are developed in Refs. (57-59).  The 
specific models employed in Refs. (57-59) for the combustion process are quite simi- 
lar to that presented in Ref. (49) and developed in Section 5. 5.1;   the only differences 
lie in the way in which the quasisteady gas-phase flame is treated (and, for Ref. (59), 
in brief consideration of an equilibrium interface condition m place of Eq. 10-67).   In 
Ref. (58), for example, use of the overall energy balance (Eq. 10-68) and of the flame 
speed formula (Eq. 10-69) is avoided by essentially assuming that the rate of heat 
transfer from the gas to the surface of the solid is proportional to p"n fa, where 'n' 
is the empirical pressure exponent of the burning rate.    This assumption leads to 
a linear relationship for rhn in terms of po and (dTu /d£)* which is said to define 
quasisteady gas-phase behavior.     Rather than treating the inherent stability of this 
combustion zone model, the authors of Ref. (58) couple the combustion behavior to 
the chamber response by means of the overall mass balance  : 

Ab rh   -  A, m,   +  d(pr V)/dt 
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Fig. 10-7    Inherent instability:  stable and unstable regions; s/i 
frequency of oscillatory instability,  (49). 
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where A.   's the surface area of the burning propellant, At is the throat area of the 
nozzle, mt is the mass flux through the nozzle, pR is the density of the chamber 
gases and V is the chamber volume.     Under the assumptions that pressures every- 
where in the chamber are the same and that mt ~p and dpg/dt ~dp/dt, the linearized 
form of V e mass balance is   : 

m  /rh   =   (p0/p)(l+Ks)      , (Eq. 10-80) 

where ; is given in Eq. 10-64 and K is a dirnensioniess parameter which is proport- 
ional to the value of the characteristic length L* =V/At of the motor, multiplied by 
the square of the mean burning rate.     The use of Eq. 10-8Q along with the modified 
version of Eq. 10-71 which results from the combustion model, yields a relationship 
for 's' which can be studied in order to determine the stability of the coupled sys- 
tem.    The method of Nyquist was used (58) to investigate the stability of the coupled 
system.     The results were discussed in Chapter 9 Section 6. 4. 4 and were shown in 
Fig. 9-20 of Chapter 9.    The two stability limit lines shown in Fig. 9-20 correspond 
to two critical values of the dimensionless parameter K appearing in Eq. 10-80. 
Th^se critical values for the coupled system are analogous for the problem of com- 
bustion-zone response to the resonances of Ref. (42) and to the inherent stability 
limits (49).    For each critical value of K there is a nondimensional natural oscilla- 
tion frequency of the coupled system, which is neither damped nor amplified.    In 
Ref. (59), consideration of the troublesome gas-phase part of the combustion model 
is avoided by introducing an empirically inferred phase relationship between pres- 
sure oscillations and oscillations of the rate of heat transfer to the surface of the 
propellant, thereby permitting self-excited frequencies to be extracted. 

The essential difference between these linear, nonacoustic, low-frequency instabil- 
ity theories and the linear theories of acoustic instability lies in the introduction of 
the mass balance for the chamber,  Eq. 10-80, in place of the analysis of an acoustic 
field.    Thus, the frequency is assumed to be lower than any natural acoustic freq- 
uency of the chamber and the chamber responds to the combustion in a modified 
Helmholtz-type mode (see end of Chapter 9 Section 4.6.3).     Explanations for the 
lower frequency, nonsinusoidal phenomenon of chuffing, rely on nonlinear mechan- 
isms and consider the behavior of the propellant alone, without coupling the pro- 
pellant dynamics to chamber dynamics in any way.     Theories of chuffing are thus 
basically theories of particular nonlinear inherent instabilities.    The periodic ther- 
mal explosion model is the most prevalent picture of the process (60-63).     We dis- 
cuss certain details of this model briefly below.    A broader view is given in Chap- 
ter 9 Section 6.4.3. 

The thermal explosion  models explain only qualitatively why the periodic pressure 
spikes are observed in chuffing.     Presumably, during the long periods of low pres- 
sure, slow reactions are taking place which heat up a sub-surface layer of apprec- 
iable thickness and bring the surface to a point of incipient explosion.     Rapid burn- 
ing of the preheated layer, after initiation of I. e explosion, is supposed to cause the 
pressure spike.    After the preheated layer burns off, the reaction rates return to 
their low interspike values and the pressure decays.     The slow explosion-induction 
reactions then set in again.     Since low-pressure, slow-reaction conditions prevail 
during most of the cycle, the chuffing period should be approximately equal to the 
total induction time for the thermal explosion.     Detailed estimates of explosion in- 
duction Urnes depend on precisely what reactions are assumed to be important.     In 
general, chemical reaction times are given by [B exp (-E/R°T)J"1, where B is a 
pre-exponential rate factor, E is an activation energy and T is the temperature pre- 
vailing during the reaction.     If it is assumed that the explosion occurs at the sur- 
face (G3), the temperature T may I    identified with the surface temperature and may 
be related to the interspike chamber pressure Pj by a  suming that during the induct- 
ion period the regression rate is given by a pyrolysis iaw m = Bs exp (-E,/R°T J 
and also by an empirical pressure sensitivity m = a pi   .     Eliminating m between 
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these two formulas relates T5 to p^'   then substituting the result into the formula 
for the chemical reaction time yields for the explosion induction time   : 

/Es - n E /Ev 

T4   -   B~    (Bs/a)        "p. (Eq. 10-81) 

In a particular test of Eq. 10-81, when B and E were obtained from independent ex- 
perimental measurements of explosion induction times of a propellant outside a 
motor and when *a' and 'n' were determined from low-pressure regression rate 
measuiements, then physically reasonable values of BR and E s could be found which 
would make Eq. 10-81 provide a good correlation of the observed pressure depend- 
ence of the chuffing period (63).    These results typify the extent of experimental 
support for the thermal explosion models of chuffing. 

Effort is needed in reconciling the themes of low-frequency instability and chuffing 
discussed here.    Although our discussion makes them appear to be very different 
phenomena, they have many features in common, both experimentally and also deep- 
ly buried in their theories.     For example, study of the quantity K in Eq. 10-80 and 
of the TjOf Eq. 10-81 reveals that both theories yieldfrequencies that increase as a 
power of the burning rate.     Both phenomena should be explained as limiting cases 
in an appropriate theory of low-pressure behavior of solid rocket motors. 

6.5.   Nonsinusoidal Wave Forms 

In addition to the peculiar wave shapes which occur in chuffing, the occurrence of 
nonsinusoidal wave shapes at much higher pressures has also been observed.    These 
observations, which have been reviewed in Chapter 9 Section 6. 2 (where it is pointed 
out that the distortions are observed most often for axial modes in cylindrical mot- 
ors with internally burning tubular grains), may conceivably be explicable on the 
basis of rectification effects of acoustic erosion (54), provided that the amplitudes 
are sufficiently low.    Another possible explanation might be derived from studies 
of shock wave dynamics (64).    Theoretical methods for treating such problems have 
undergone a considerable amount of development recently (65-69) and have been 
applied to a model of combustion instability for axial modes in an end-burning, cy- 
lindrical motor (64).    Although the connection between theory and experiment is not 
very close yet, possible future successes warrant a discussion of the novel app- 
roach. 

Qualitatively, the model of Ref. (64) pictures a disturbance in which shock waves 
propagate back and forth, axially, in a cylindrical chamber.     'Shock wave' appears 
to be the only suitable term to use at this stage in the discussion.     Certain qualifi- 
cations will be stressed later, that may modify the image that this term brings to 
the minds of many readers.     Flow and the shock propagation occur cne-dimension- 
ally in an ideal, nonreacting gas.     The shock waves interact only with a short, 
choked nozzle at the downstream end of the chamber and with a thin combustion 
zone at the upstream face.     So far as tne analysis was carried in Ref. (64), the 
model permits only one shock to exist in the chamber at any time.     Thus, the 
shock alternately bounces off the combustion zone and the choked nozzle, being re- 
flected with modified properties at each encounter.     The analysis therefore divides 
itself naturally into three parts, the periodic shock propagation in the chamber, the 
infraction of the shock with the nozzle and the interaction of the shock with the 
combustion zone.     The main concern (64) was the first of these parts, which is a 
difficult problem in itself and the one in which the developments in Refs. (65-69) are 
helpful.     Thus, the simplest assumption of quasistcady, quasi-one-dimensional 
nozzle flow was employed yielding a constant Mach number at the nozzle entrance 
as the applicable downstream boundary condition,  see Section 4.2. 1, and rough 
approximations were tolenued in the analysis of the response of the combustion zone. 
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A recent review (5) singles out for emphasis the approximations made in Ref. (64) 
in analyzing the combustion zone, pointing out that changes in surface heat transfer 
and in pyrolysis rate due to the wave are neglected and that only changes in the gas- 
phase reaction rate are taken into account.    In defense of these assumptions, it 
should be noted that the analysis was originally designed to deal with instability of 
an experimental rocket in which premixed gaseous combustibles were injected 
through an upstream porous plate;   the possible application to end-burning solids 
was only secondary and relatively unimportant, since instabilities of this type Jo 
not seem to have been observed experimentally for end-burning soli'* rockets. 
Nevertheless, it seems physically plausible that neglecting solid-phase response 
may not be too bad an approximation for this type of instability, because the res- 
ponse during the short shock-reflection time may be the dominant part of the res- 
ponse and the slower solid-phase processes are not likely to have time to respond 
appreciably during the reflection.    Additional questions may be raised concerning 
the details of the treatment of the gas-phase response processes e,g., the isen- 
tropic relationship between the pressure and temperature perturbations is employed 
throughout the reaction region.    However, any such criticism is largely irrelevant; 
the analysis of the response of the combustion zone can be improved at a later date. 
Also, pertinent response parameters can be deduced experimentally by measuring 
wave shapes (64).    The contribution of Ref. (64) lies in the analysis of the wave dyn- 
amics. 

The exact nature of the dynamics of cyclic shock propagation (64),  (68), (69), is 
difficult to explain.    The analyses unfold through a perturbation method in which 
the small parameter is the departure of a representative flow variable from time- 
independent, spatially uniform conditions.    Solutions are obta   ed only to first 
order in this parameter, although it is necessary to introduce some second-order 
effects in order to obtain the complete first-order solution.    Since third-order eff- 
ects are not treated at all, the wave processes are all entirely isentropic.    Never- 
theless, shock discontinuities occur in the flow.    But these discontinuities are weak 
enough to be isentropic.    A propagating shock, across which the pressure changes 
by an appreciable fraction of its initial value, is inconsistent with these small-amp- 
litude analyses. 

Although the final results are valid only to first order in the amplitude parameter, 
they do not resemble the usual first-oruer acoustic results developed in Section 2. 
Second-ordc/ effects have crept in and back cut again in order to change the acous- 
tic waves into shock discontinuities separating regions of continuously varying in- 
viscid flow.    The admittance concepts of Section 3 are inapplicable since they refer 
to harmonic waves.    However, boundary admittances can still be defined since the 
boundary processes must still determine the relationship between velocity and pres- 
sure at the boundary.    Actually, it is necessary in the final result to retain terms 
of second order at the boundary and only at the boundary, when homogeneously dis- 
tributed c  nbustion in the chamber is neglected, in ordar to obtain a firs*-order 
solution for the wave field;   thus. « ne employs   : 

(v - v)    =   Y   (p - p)    + Y9   (p - p) 2 + ... (Eq. 10-82) 
b l b £ b 

as the boundary condition, where Yi and Y2 are negatives of first-order and second- 
crder admittances.     Needless to say, the aralyses of Section 5 do not give Yi dir- 
ectly and are totally inappropriate for determining Y2.    It appears that, in general, 
the Yi should be functionals of the pressure history over a cycle at the boundary- 

The core of the technique is to treat the characteristic lines as'the independent var- 



667 

iables in place of the physical coordinates.     For an ideal gas with constant heat 
capacities, it is well known that the one-dimensional, time-dependent, isentropic 
characteristic equations are (17)  : 

da + [(y - l)/2] dv = 0 fo*- dx/dt    = v     a » 
(Eq.10-83) 

da - [(y - l)/2j dv = 0 for dx/dt = v - a » 

where 'a' is the sound speed and V is the velocity in the +x direction, y = ratio of 
specific heats. In terms of thr characteristic lines a and ß defined by the equat- 
ions for dx/dt, as independent coordinates, these equations imply that   : 

da/da + [(r  - l)/2] dv/da = 0 

d&/dß - [(y  - l)/2] dv/dß = 0 

dx/lo - (u + a) dt/da = 0 

dx/dß - (u - a) dt/dß = 0 

(Eq.10-84) 

is the governing set of partial differential equations. Amplitude expansions oi the 
physical coordinates x and t as well as the dependent variables a and v are then 
introduced, viz., 

v^ v + e vx (a, ß)+ €2 v2 (a, ß) + ... \ 
2 

a = ä + e ax (atß)+ c   a2 (ctf ß) + 
2 

x=x(a,ß) + exi (a, ß) + c   xg (a, ß) + ... 

t= t (a,/3) + €   tj (af,/3) + e2t2 (a, ß) + ... , 

(Eq.10-85) 

^ 

where om   nay define the small parameter to be  : 

e =(p/v)(Ylb - Yla)     , (Eq. 10-86) 

in which Yla is the first-order nozzle admittance.     By substituting Eq. 10-85 into 
Eq. 10-84 and collecting terms of like powers of e , a sequence of linear, partially 
nonhomogeneous, partial differential equations with constant coefficients is obtained 
for (x, f, vi, ai),  (x^,ti, v2,a2), etc.    The complete solution to these equations 
through terms of order e yields the first-order wave dynamics. 

The physical ideas behind the definition of e given in Eq. 10-86 provide some insight 
into the character of this instability.    If e>0, then more mechanical energy is fed 
into the wave pattern at the upstream face than is extracted at the nozzle.     In an 
ordinary acoustic theory, this would imply that the wave amplitudes grow e) uonen- 
tially with time.    Such is not the case in the present theory, which imposes the 
condition that the flow  pattern by cyclic.    One might therefore view the present 
theory as describing one possible long-time flow pattern that may develop in sys- 
tems that experience a small net linear, acoustic amplification.    An attribute ol the 
analytical technique employed, is its ability to describe long-time behavior of sys- 
tems that cannot conveniently be treated by any other technique.     In this cyciic 
pattern, the net mechanical energy that is fed into the wave field is somehow dissi- 
pated at the same rate by the shock wave, although the mechanism by which this 
occurs in first order is not entirely transparent from the analysis.    It is easy to 
prove (64) that if the dimensionless admittance difference defined in Eq. 10-86 is 
larger than order e , with e being the expansion parameter in Eq. 10-85, then cyclic 
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solutions cannot be obtained to first order;   the shock cannot dissipate enough 
energy.     Equation 10-86 causes the shock strength to be of order e = 

The method of solution of the sequence of partial differential equations is lengthy 
and cannot be given here.    At the outset, it is necessary to define the origins of the 
a? and ß coordinates carefully and it is especially necessary to observe what changes 
occur where the characteristics meet the shock.    The x-t space may be separated 
into regions bounded by the shock wave and for some purposes properties in these 
different regions must be handled separately.    Reference (64) develops ° method 
for extending solutions from each region a distance e across the shock w ve, in 
order to facilitate the application of shock conditions.    Application of the cyclicity 
assumption results in equations that can eventually be solved analytically for shuck 
strengths, for flow variables in intershock regions, for shock propagation velocities 
and for the cycle period, all to order e .    The final formulas are a little too long for 
us to write down ail of them, but we illustrate the resulting wave shapes schematically 
in Fig. 10-8 and give the formula for the pressure jump across the shock wave  : 

*P.=      —2 r~L—.rf^-r)     , (Eq. 10-87) 
p/v+(y   -D/8/ 

2b 

where the upper sign is for a shock propagating downstream, the lower sign is for a 
shock Propagating upstream, M is the Mach number of the mean flow, e is given by 
Eq. 10-86, Y2b is defined in Eq. 10-82, and  : 

(y   - 1) M (1 - M2)[l + (Y2.p7v) 8y24y2 - 1)] 
X   = .D .  (Eq. 10-88) 

{1 -l(y~ 1)/2]2M^ [1+ (2-y) M2] 

The sawtooth shape of the predicted pressure-time curves is apparent in Fig. 10-8. 

Whether these waves are important experimentally remains to be discovered.    If 
they are, much more theoretical work should be done in analyzing other modes of 
propagation e.g., axial propagation with multiple shocks in the chamber simultan- 
eously, tangential propagation, etc. and also in analyzing nozzle and combustion 
zone 'admittances'.    The 'admittance' problems that would arise would open a rich 
and practically unexplored field of research. 

7.   Comparison of Theory with Experiment 

Theories concerning specific amplification and dumping phenomena have occasionally 
been compared favorably with experiment.    Examples of this have already been 
cited, see Fig. 10-3.    However, in general the parameters that appear in the theor- 
ies are not sufficiently well known to permit comparisons of instability theories with 
experiment to be made, according to the usual scientific meaning of such comparis- 
ons.    All that can be done today is to compare qualitavive theoretical trends with 
experimental trends.    Many comparisons of this typ. have been made and have been 
discussed earlier in the text.     The qualitative agreement is encouraging, in sugg- 
esting that many aspects of -.ie various theories may have counterparts in realty. 
The next logical step in comparison is to attempt to determine the values of the 
parameters that appear in the theories for specific propellant-motor combinations, 
through quantitative comparisons with experiment.    This step has seldom ever 
been taken, perhaps because the theoreticians do not have enough faith in the de- 
tailed elements of their models, to believe that the step is warranted. 
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Fig. 10-8    Theoretically calculated nonsinusoidal wave shapes,  (64). 
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Nomenclature 

A constant, Eq. 11-152;   surface area of the cut (A = 2bh) 

a constant 

i i coefficients in Eq. 11-90 

a^j coefficients in Eq. 11-93 

A tm' cross-sectional area of wire 

a_, initial port radius 

a(t) iiiner radius of hollow cylinder at time  t 

B constant, Eq. 11-152;   elastic casing constant, Eq. 11-170 

b outer radius of hollow cylinder;   length of cut 

B* complex bulk compliance 

bjj coefficients m Eq. 11-84 

6V coefficients in Eq. 11-93 

Cij      ) 
Cijkjfc ) coefficients 

ci1        ) 
n»J       \ coefficients 

Cij(«)} 
c1?c2 constants 

D dissipation function 

D 3x3 deformation gradient matrix 

Du defined in Eq. 11-99 

la) 

coefficients 

e x - b 

E Lagrangian strain matrix 

E.Ei spring constant, elastic modulus 

Ee rubbery modulus or delayed elastic modulus 

e^ strain deviator tensor 

(m) 
Ey elastic modulus of wire 

E*(w) complex tensile modulus 
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E(t) tensile relaxa*'~m modulus 

E, modulus of spring in parallel with the dashpot 

Er(«) real part of E *(<•>) 

E2(«) imaginary part of F*(w) 

F elastic compliance;   Helmholtz free energy 

z tensor functional 

F, glassy compliance or instantaneous compliance 

u body force 

Fo constant 

F(t) tensile creep compliance 

F*(o>) complex tensile compliance 

Pl(«) real part of F^(u) 

F2(u,) negative imaginary part of F *(<*>) 

G shear modulus 

g gravitational acceleration 

G(t) shear relaxation modulus 

G*(w) complex shear modulus 

G, real part of G* 

G2 imaginary part of G* 

h thickness of casing;   sheet thickness 

Hi heat in sysiem I 

H(t) Heaviside step function 

i integer 

I unit matrix 

i integer 

j* complex shear compliance 

j(«0 defined in Eq. 11-218 

J{T) TE(T) 

K bulk modulus 
qq* 
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k Boltzmann constant;   constant 

Ki kernel functions 

Kyki defined in Eq. 11-97 

K(t) bulk relaxation modulus 

K *(u>) complex bulk modulus 

Lufc^t) defined in Eq. 11-95 

*i   ' direction cosine of m-th set of wires 

L(T) T/E(T) 

M number of different stress levels to which sample is subjected; 
number of different strain rates 

m integer;   molecular weight 

n constant, Eq. 11-154;   element index for analysis of crack pro- 
pagation 

NFi number of cycles at the i-th stress level required for failure 

Ni number of cycles that the sample experiences at the i-th stress 
level 

ii± failure exponent at i-th stress level or strain rate 

n(m) number of wires per unit cross-sectional area 

nf) constant 

P linear differential operator 

p Laplace transform variable 

P' linear differential operator 

pv material constants, Eq. 11-2 

Q linear differential operator 

Q' linear *iifferential operator 

Qt generalized external force 

qi generalized coordinates 

qv material constants, Eq. 11-2 

R rotation matrix 

r radial coordinate;   normal regression rate or burning velocity 
of propellant 

f 
j 
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R° ideal gas constant ' 

R1 j stress deviator tensor 

S stress f jictional \ 

S* defined in Eq. 11-1.0 I 

Sn defined in Eq. 11-106 | 

S(t) defined in Eq. 11-241 

Si 2 entropy in system I or II 

T absolute temperature;   surface free energy or surface tension 

T referenc   temperature 

t time 

t* failure time 

ta retardation time 

tb relaxation time 

tf total burning time 

tFi time to failure at the strain rate Ci 

TG grain temperature 

Ti time over which a sample is held at the strain rate €i 

T° prescribed surface traction 

to time interval, Fig. 11-1 

tn time at which element n breaks 

Ti temperature on the ablating surface 

u t displacement vector 

uj prescribed surface displacement vector 

Ui internal energy in syfrem I 

V total energy;   elastic energy stored in the sheet 

v speed of ablation ( 

ym crack propagation velocity when crack has progressed to m-th 
element 

V*! stor^ energy 

V2 energy loss 

m 
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Wdi, critical strain energy 

x coordinatt parallel to the cut 

XA Cartesian coordinates of material particle in undeformed body; 
generalized force conjugate to qA in the expression of entropy 
production 

Xj Cartesian coordinates of material particle in deformed body 

y coordinate normal to the cut 

z axial coordinate 

ö coefficient of thermal expansion;   Eq. 11-150;   angle of helical 
wire 

at. coefficient of thermal expansion of cas'^g 

aT thermorheological shift factor 

ß defined in Eq. 11-148 

ß(r) defined in Eq. 11-234 

ß i value of 0(r) for r< 0. 75b 

ß2 value of 0(r) for r"> 0.75b 

Ö distance alon^ the axial direction between two neighboring wires; 
phase lag;   length of material element 

5*4 Kronecker delta 

5(t) Dirac delta fimction 

e * constant ultimate strain 

eb rupture strain 

ec 2cB  /3 

ee lcng-time, equilibrium strain 

€v maximum permissible strain in pure shear 

e1 i-th strain rate 

Cy strain tensor 

eL strain for extrapolation of the linear part of the stress-strain 
curve to maximum stress 

*«i eb/2 

e^" * normal strain along the direction of m-th set of wire 

e strain at maximum stress 



r n 

€r 

Co 

0 

K 

X 

K 

"c 

ir(t) 

p 

°b 

ffcr 

o(-) 

681 

strain in n-th elemc .i just before m-th element cracks 

constant strain, Fig. 11-1;   complex strain 

strain at which grain in rocket motor ruptures 

radial normal strain 

uniaxial strain at time t 

axial normal strain 

circumferential normal strain 

principal strains 

monomeric friction coefficient 

dashpot of viscosity 

viscosity of dashpot 

polar angle 

thermal conductivity 

port size factor;   Lame's constant 

nonnegative constant 

Lame's constant 

Poisson's ratio 

Poisson's ratio of casing 

direction cosine of outward normal 

reduced time;   continuous distinct variable for large values of m 

defined in Eq. 11-223 

constant 

internal pressure in hollow cylinder 

density 

stress at rupture 

critical stress for crack formation 

i-th stress level 

stress tensor 

total stress in wires 
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r 

'z 

Jy 

*z 

T 

a.» 

ß 
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stress in m-th set of wires 

maximum stress 

stress in n~m elemei/ just before m-th element cracks 

tensile stress;   mean value of the principal stress uifferonce; 
constant stress, Fig. 11-1;   complex stress 

radial normal stress 

uniaxial stress at time t 

x component oi the normal stress 

y component of the normal stress 

axial nornml stress 

circumferential normal stress 

principal stressen 

üme parameter;   retardation time (T =ij /Ev) 

defined in Eq. 11-61 

frequency,   angular velocity of spin 

constant 

reduced frequency 

"■ ■    m   i   ""■ '■"■ 
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11 

Mechanical Properties and Stress Analysis 
of Solid Propellant Grains 

1. Introduction 

1.1.   Overview 

Structural aspects of solid propellant rocketry comprise a vase subject about which 
many volumes can be written.    In the present chapter, we must therefore make a 
selection of the relevant material.    We shall concern ourselves primarily with 
structural problems of solid propellant grains, since these problems are of para- 
mount importance cor improving motor performance.     Furthermore, we shall dis- 
cuss only particu^j* aspects of these problems, but we shall attempt to call the 
reader's attention to other aspects by pointing out suitable references. 

Solid propellant grains are viscoelastic materials.    Many structural problems for 
propellant grains can be (and have been) solved with sufficient accuracy by using 
methods lying within the domain of infinitesimal, linear   elasticity, nevertheless 
there are problems, associated for example with grain slump, reinforced grains, 
grain flow (creep) and with finite deformations, in which viscoelastic concepts are 
essential.    An increasing number of the numerical techniques for the stress analy- 
sis of grains of complex geometries, are beginning to employ viscoelastic equations 
and when accurate stress analyses are .required, viscoelasticity must always be 
taken into account.    For these reasons, we believe that the time has come for solid 
propellant rocket engineers and grain analysts to become thoroughly familiar with 
the analytical basis of viscoelasticity.    Therefore, in Section 2, we delve at length 
into methods for describing the stress-strain relations of viscoelastic materials. 
We present three different; complementary but equivalent formulations for linear 
viscoelasticity, discuss thermodynamic aspects of viscoelasticity and present the 
basis of a rigorous although complex approach to the difficult problem of describing 
nonlinear, viscoelastic, stress-strain relations.    We only touch (Section 2.4) on the 
basis of viscoelastic behavior in molecular physics and in polymer chemistry be- 
cause this is a controversial and complicated subject, in which many uncertainties 
remain. 

The basic material on stress-strain relations in viscoelasticity presented in Section 
2, does not tell the rocket engineer why he must concern himself with structural 
mechanics or what aspects of structural analysis are most relevant to motor perfor- 
mance.    Answers to such questions can be approached only from a practical orien- 
tation, which emphasizes the structural problems that have arisen and that may be 
expected to arise in the future.    Insofar as propellant grains are concerned, there 
are two types of practical structural problems, viz., those associated only with 
grain deformations and those associated with grain failure.    The latter type of pro- 
blem, grain failure, is by far the most important of the two, in a practical sense. 
It is therefore extremely important for us to discuss grain failure at some length and 
such a discussion is rriven in Section 4.     This discussion provides a natural opport- 
unity for us to emphasize practical and empirical aspects of structural problems 
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(indeed,  rigorous approaches to failure analysis arf not available) from which the 
engineer can obtain motivation and orientation.     Thus, although the viewpoint adop- 
ted in Section 4 is in most respects the antithesis of that adopted in Section 2,  we 
feel that at present both viewpoints are needed in studies of solid propellant rockets. 

In discussing failure an-iivsis in Section 4, after emphasizing the many difficulties 
that arise in failure studies, wo attempt to develop a phct.umenological understand- 
ing of grain failure by describing crack formation and propagation.     Most of the 
background for this discussion draws on elasticity, viscoelasticity apparently does 
not enter at all, although it can be considered to be present in a deeply submerged 
fashion.     Although this unfortunately further obscures the relationships between the 
material in Sections 2 and 4, it is nevertheless essential because current concepts 
of crack propagation in viscoelastic materials have been taken virtually without 
modification from earlier ideas on crack propagation, in elastic-plastic materials. 
The viscoelastic nature of the propellant grain is also subdued in current empirical 
approaches to the development of failure criteria (Section 4.3), although visco- 
elasticity is beginning to be recognized in some of the more recent approaches to the 
evaluation and interpretation of cumulative damage.    The general idea of Section 4 
is that failure analysis is a very difficult but very important subject. 

Section 4 helps to answer the question of why structural analyses are needed;   i.e., 
one wishes to know what the deformations and stresses will be, not merely because 
of their intrinsic interest but more important to determine whether they will re- 
main within the bounds of grain failure.     From the viewpoint of Section 4, it is 
therefore quite clear why the topic of stress analysis, considered in Section 3, is of 
importance.    When grain designs a-~ carried out, stress analyses should be made 
for a variety of the more severe conditions that the motor is expected to experience, 
such as sudden application of internal pressures and high surface temperatures 
during motor ignition, high axial accelerations during rocket flight and long-time 
oscillations daring transportation or storage of the grain,  leading to thermal stres- 
ses through thermomechanical coupling. 

Because of space limitations, it is impossible for us to present a complete discuss- 
ion of stress analysis for solid propellant grains in Section 3.     Even restricting 
ourselves only to viscoelastic analyses, we find it necessary to be highly selective 
in choosing the topics that we shall discuss.    Except in the general discussion of 
m2thods of viscoelastic stress analyses given in Section 3.1, the primary restrict- 
ion on the stress ar   lysis problems discussed in Section 3 is that only infinitely 
long, hollow, tubular grains with circular portb are considered.    This forces the 
reader to consult other references to find analyses of grains of most practical geo- 
metries (see next   »aragnph).    Put it also offers a number of advantages, primar- 
ily in relationship to the kinds of operational and grain-support conditions that can 
be treated and in relationship to the accuracy and simplicity of the analysis.    Thus, 
effects of the external motor case, motor spin, ablation (or burning) of the internal 
surface of the grain, nonisothermal temperature distributions, axial acceleration 
and wire reinforcement of the grain, are all discussed.     The objective of the dis- 
cussion is to provide ine reader with an understanding of the stress and strain 
effects of these conditions of motor operation and grain support, through simple 
analytical solutions to the corresponding dynamical problems in viscoelasticity. 

The methods of stress analysis for viscoelastic materials described in Section 3. 1 
(and used in the rest of Section 3) are in a basic sense the most appealing, since 
they enable us to use actual measured relaxation or creep data in the analysis, 
thereby providing improved! accuracy by avoiding errors associated with the in- 
troduction of spring-dashpot models.     Nevertheless, many other techniques are 
used in structural analyses of real grains with complex geometries.     These other 
techniques, while inherently less accurate, are of value because they currently 
comprise essentially the only practical methods »or analyzing grains of complicated 
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shapes.     These techniques include a number of well-justified numerical finite- 
difference methods, a few well-founded f;nite-element methods, in which the grain 
is broken into either triangular or tetrahedral elements, and a host of ml hoc meth- 
ods that rest on less firm grounds,  such as a 'redundant force method' (77), in 
which the grain is assumed to be represented by a collection of bars, panels and 
joints.     Experimental techniques, such as three-dimensional photoelasticity, can 
also provide approximate information concerning stress and strain distributions. 
These approaches have been used in structural analyses of grains for both cylindri- 
cal and spherical motors.     Because of space limitations, we shall not discuss 
these techniques here.     The reader may consult Refs.  (63),  (64),  (66),  (67),  (76) 
and (77) fo~ entry to the literature on these subjects. 

1.2.   Viscoelasticity 

As implied in the preceding section, it is found that both double-base nnd composite 
propellant grains exhibit significant time-dependent mechanical properties and 
therefore may be considered as viscoelastic materials.     This time dependency is 
most clearly illustrated in such phenomena as creep and stress relaxation of a 
cylindrical bar under uniaxial stress.     Figure ll-.1 a shows the longitudinal strain 
response, due to a suddenly applied stress which is maintained at a constant value 
a0 for a period t0 and is then removed.     The line OA represents the instantaneous 
elastic response of strain.     The curve AB shows the time dependence of strain due 
to viscoelastic flc"     When the stress is removed suddenly at t = t,,, the strain in 
turn is reduced immediately by an^mount BC equal to the instantaneous elastic 
response.    The remaining strain recovers gradually along the curve CD.    In Fig. 
11-lb, the behavior of stress relaxation due to a suddenly applied longitudinal strain 
e0 at zero time is shown.    The instantaneous elastic stress response in this case 
is represented by OA\    When the strain is maintained at a constant value eu for a 
period t , the stress decreases along the curve A'B'.    At t - tc>, the strain is 
suddenly removed and as expected, is accompani°H by an instantaneous stress drop 
B'C.    The remaining stress then relaxes gradually along the curve CD'. 

Experimental evidence indicates that when the stress level is below a certain limit, 
dependent on the material considered, viscoelastic behavior is approximately linear. 
Stress analysis procedures are considerably simplified by this assumption in the 
theory.     For linear viscoelastic solids, the strain at a given time due to a step 
function stress is proportional to the magnitude of the stress.     This linearity in 
viscoelastic response was observed experimentally by Blatz (3) in creep tests on 
solid propellant.     Blatz's results are shown in Fig. 11-2. 

2.   Mechanical Properties of Viscoelastic Solids 

The first subjects that we shall present in this section are a variety of different 
representations of linear viscoelastic properties.    Within the linear range of stress- 
strain relations, there are three distinct but equivalent representations.    These 
are developed in Sections 2.1 to 2.3.    For demonstrative j/irposes, we shall begin 
th° discussion with an example of simple tension and later generalize the results to 
the three-dimensional stress-strain relations.    More extensive coverages of the 1 
material in these sections may be f( und in Refs.  (1) to (28).? 

Since viscoelastic characteristics are strongly influenced by temperature, the criti- 
cal stress in design problems may be reduced considerably by the appropriate choice 
of temperature history.    A diHussion of the effect of temperature on the stress- 
strain relations is included in Section 2.4. 

Molecular and thermodynamic aspects of vis ">elastic properties are discussed in 
Sections 2.4 and 2.5.     Nonlinear stress-strain illations are consi-'ered in Section 
2.6. 
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(a)   Creep under constant stress. (b)   Stress relaxation and constant strain. 

Fig.  11-1   Creep and stress relaxation 
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Fig 11-2   Effect of load on creep of propellant, due to Blatz (3). 
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Fig. 11-3  Model representation.. 
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Fig.  11-4   Creep and stress relaxation curves for Maxwell model. 
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2. 1.    Differential Operator Representation 

The linear one-dimensional stir; ; strain relation in viscoelasticity can be repres- 
ented by the following differential    qjuation   : 

1'MOI      Q|t (t)| (Eq.11-1) 

where o(t) :md e (t) are the time-dependent stress and strain, P and Q are linear 
differential operators with respect to the time t.    We can express these operators 
a s   : 

v 
fit' 

and 
V    0 

dt'" 
(Eq. 11-2) 

where pr and q   are material constants.     In order to present the viscoelastic pro- 
perties accurately over several decades of time, high-order differential operators 
are required.     But it is clear that attempts at such applications are usually accom- 
panied by mathematical complications. 

In some instances, it is possible to describe the viscoelastic properties of materials 
by spring-dashpot models.     For a spring the stress is proportional to the strain, but 
for a dashpot die stress is proportional to the time rate of change of the strain.   Some 
simple models are shown in Fig. 11-3. where the strain is identified with the relative 
displacement of the upper and lower extremities of the system.    The stress strain 
relation of the Maxwell model is   : 

i   a(t)+ 1   JL     tr(t) = —   c(t) 
'/ E     dt ?t 

(Eq.11-3) 

This equation can also be obtained frojn Eq. 11-2 by setting p    q - I, p, = - ,px= -w-, 

q,,      0 and q, = 1. Due to a suddenly applied constant stress or. the Maxwell 

model, the strain consists of an instantaneous elastic response followed by vijeous 
creep flow (Fig. 11-4).     Similarly, if the strain is applied suddenly and maintained, 
the stress first experiences an instantaneous elastic response and then relaxes, due 
to a continuous flow of the dashpot.    These creep and relaxation behaviors can be 
visualized directly fron  the mechanism of the model. 

The differential equation of the Voigt or Kelvin model is   : 

(j(t)  -   Ec(t)fi,   4JJ    c(t) (Eq.11-4) 

which is equivalent to Eq. 11-1 with p - 0, q = 1, pn = 1, q0 - E and ql - n .     Note 
that the spring and the dashpot are parallel in the Voigt model.    Thus, when we 
compare the creep strain of this model with that of a Maxwell model, we find that 
the instantaneous elastic response here is eliminated through the action of the dash- 
pot.    Also the indefinite flow of the material is prevented by the action of the spring. 

The differential equation of the four-element model of Fig. 11-3 is   : 

V- /Ei      Ei      E?  \ ? EiE* JL_o-(t)+ (-I + -L + -!)iff<t) + -i-ic (t)= El-2- e(t) 

E,E 
3t< 

1 &2 n 

— -w e (t) (Eq. 11-5) 

which is related to Eq. 11-2 through the following constants: p = q = 2, 
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E1E2 E, EiE:> 
Po - : 

Vi V 1 '12 
— 4        + ,  pn -r l    q   - 0,  q, = — and q? - 2,. 

In this case, both the instantaneous response and the asymptotie behavior of viscous 
flow appear on the creep curve, due to a suddenly applied constant stress.     Note 
that two initial conditions are needed in order to solve Eq. 11-4 for u (t) when ir (t) is 
given or vice versa. 

The one-dimensional stress strain relation described by Eq, 11-1 can be generalized 
to three-dimensions.    In elasticity, we know that the linear stress strain relation 
for isotropic elastic solids can be described by two elastic constants.    The shear 
modulus G and the bulk modulus K are the constants commonly used to characterize 
the elastic properties of materials.    Any other elastic constants, e.g., the elastic 
modulus E, can be expressed in terms of these two constants.    The same situation 
holds in viscoelasticity.    Here, we can describe the viscoelastic material proper- 
ties by two differential operator relations  : 

PK(t)l   =  QK,(0] U* (Eq.11-6) 

and : 

P'Kifr)]   =   Q'KiCO] (Eq.11-7) 

where s^At) and e^(t) are the stress d°viator tensor and the strain deviator tensor 
respectively. Tensor indices and the summation convention are employed in this 
chapter.    Equation 11-6 can be written alternatively as   : 

P (on   -   <J22)  = Q (cxl   -  €22) 

P  (^22   "   ^33) = Q<« <fc22 e33) 

P (<712 )    =   Q (€12) 

P (or23)    =   Q(^23) 

P(^3t)   =   Q   fe31) ' 

Equations 11-6 and 11-7 are analogous to the following relations in elasticity  : 

(Eq.11-8) 

and 

%   =  2GeiJ 

*ii *  3Kfii 

(Eq.11-9) 

(Eq.11-10) 

rr 

Hence the viscoelastic relations can be obtained directly from the elastic relations 
by replacing 2 G by the operator Q and 3 K by the operator 9'   . 

P ~P' 
In elasticity, we have   : 

Ee4J = cjy + 1/ (oy - öij0rkk)   . (Eq.11-11) 

The elastic modulus E and Poisson's ratio v can be expressed in terms of G and K by 
the equations   : 
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and   : 

9KG 
3K+G 

3K -JG 
'   6K + 2G 

(Eq.11-12) 

(Eq.11-13) 

The equivalent relation in viscoelasticity is   : 

E[fij(t)l= (Ty(t)+ M[ay(t)- öyakk(t)i, (Eq. 11-14) 

where E and v are operators which can be obtained from Eqs. 11-12 and 11-13 ; 

E   = 3 QQ' 

and   : 

2PQ'    +  P' 

(Eq.11-15) 

(Eq.11-16) 

Substituting Eqs. 11-15 and 11-16 into 11-14, we obtain the following equation for the 
three-dimensional stress strain relation   : 

3QQ'[eij(t)]= (2PQ' + P'QUo^t) |+ (PQ' - P'Q) [ cry (t) - ^akk(t) j 

2.2.   Integral Operator Representation 

As mentioned in the previous section, the use of the low-order difterential operator 
representations may hinder the accurate description of viscoelastic properties, over 
several decades of time range.    To remedy this situation, the integral operator 
representation may be used.    The chief advantage here is that the kernel function in 
the integrals can be obtained directly from experiments and thus can represent the 
actual material properties accurately. 

The creep curve due to a unit step function of stress at time r, CT (t) = H(t - 7 ), is 
denoted by F(t - r ) and is known as the creep compliance.    The value of F(t - r ) 
can be viewed as the influence of a step function of stress applied at time r on the 
strain at time t.     We shall assume that the material has no ageing effect so that the 
form of the creep compliance does not change with time.     If we apply a step function 
in stress o(t) = OjH(t - rx) at t = Tlf the strain at time t is c7jF(t - T2).    Similar- 
ly, due to a(t) = cj?H(t - T2), the strain at time * is a2F(t - r2).    When both of these 
step-function stresses are applied, the strain at time t is e (t) = aiF(t - ri) 
+ tf2F(t - T2).   This result is known as the Boltzmann superposition principle 
for linear viscoelastic behavior.    Therefore when the stress history o (r) for 
r < t is given, we can consider the strain at time t as the summation of infinitesi- 
mal strains de (t) introduced by the infinitesimal stress increments da(r) from 
T = - x to T = t.     That is: 

(t)  =   /      F(t - T) 
d a ( T ) 

dr 
dT (Eq. 11-17) 

Eq. 11-17 is known as the convolution integral.    If <J(T) is a step function of r, then 
from Eq. 11-17, e (t) = F(t).    Thus F(t) can be considered as the solution of PfH(t)] = 
Q[F(t)( in the equivalent differential operator expression.     If the stress is applied 
suddenly at t - 0,  fcr(t) = 0 for t < 0|, then Eq. 11-17 can be written as either   : 
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(t)     F(0) a (t) - ./     .MD   -     d; dr (Kq.11-18) 

01 

t (I) !       o  t - 7 . dr (Eq.11-19) 

In Eq. 11-16, the first term represents the instantaneous elastic response of strain 
to the current stress a (I) and the integral term stands for the response to the past 
history of stress. 

As an example, we note that the creep compliance of the Voigt model can be obtained 
from the solution of Eq. 11-4 by setting a (t) = H(t), viz. 

F(t)   =  1 
-t/t 

1 - e (Eq.11-20) 

where t,, = ?; /E is called the retardation time.    Since F(tb)/F(°°) = 1 - e"1, the 
retardation time can be used to measure the rate r'f growth of F(t) curve.     Consider 
a group of Voigt elements in series.     Denote the spring constant and retardation 
time for each element by Ex and (tb)4.     The creep compliance of this group of Voigt 
elements is   : 

(t)= i 
i-l 

_V 

1 - e 

l/<Vi 
]■ (Eq.11-21) 

If an infinite number of Voigt elements are in series with a spring of spring constant 
1/F   and with a dashpot of viscosity 77, then the discrete system represented by Eq. 
11 -21 is replaced by a continuous system and the summation in Eq. 11-21 is replaced 
by integration   : 

t r°°        1 -VT 
F(t)=Fg +1  +  /      ^   (1-e     T) 

ETT^ 
<\T 

(Eq.11-22) 

= F^  +^+  C L^J) (! " e"l/r)dlnr 

where L(r) = T/E(T) is referred to as the retardation spectrum and F^ is called the 
instantaneous   (glassy) compliance. 

In the complementary formulation, the curve of stress relaxation at time t due to a 
unit step function strain applied at firne r is denoted by E(t - T) and is called the 
relaxation modulus.     A typical curve of relaxation modulus is shown in Fig. 11-5. 
For most viscoelastic materials, the value of E(t) changes rapidly at early times, 
immediately after the application of strain.     The logarithmic time scale is adopted 
for this reason.     Since it is difficult to measure the relaxation modulus at early 
times from direct relaxation tests, a high-frequency,  sinusoidal stress pattern is 
used.     We shall discuss this approach further in the next section.     The relaxation 
modulus immediately following the application of strain is called the glassy modulus 
or instantaneous modulus.     At large t, the relaxation modulus approaches a con- 
stant value, known as the rubbery modulus or delayed elastic modulus.     For a 
given history of strain, the stress at any time t can be expressed by the following 
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integral ; 

de (r) 
o(t)= f     E(t-r)^d-p or    . (Eq. 11-23) 

In a manner similar to that of the creep compliance, the relaxation modulus E(t) can 
be considered to be the solution of P|E(t)] = Q[H(t)j in the equivalent differential 
operator expression.     When the strain is applied suddenly at t - 0, i.e., t (t) - 0 
for t <0, Eq. 11-23 can also be written as either   : 

a (t) -- E(0) c (t) - / '    c;  (r) —4r"      dT 
(Eq. 11-24) 

or 

o(t)=!     ,(t-r)A*L(l>    dT (Eq. 11-25) 

In Eq. 11-24, the first term is the stress due to the instantaneous elastic response 
of the current strain e (t) and the integral term is the stress due to the past history 
of strain. 

By way of illustration, the relaxation modulus of the Maxwell model can be obtained 
from Eq. 11-3 by setting c (t) = H(t).    We obtain   : 

-t/ta 

E(t)   =  Ee , (Eq. 11-26) 

where ta = n/E is called the relaxation time. Since E(ta)/E(0) = e"1, the relaxation 
time is a measure of the decay ra,e of the relaxation curve. For a group of parall- 
el Maxwell elements, we have  : 

-t/ft) 
E (t) -   ^Eje 

i=l 
(Eq. 11-27) 

where Et and (ta)A are the spring constant and the relaxation time of eacn element, 
respectively.    If an infinite number of Maxwell elements and a spring constant E 
are in parallel, then we can define a continuous relaxation spectrum J(r) = r E(r) 
such that   : 

-xJ -t/r 
E(t)= Ev + J°° 3 (r)e~    ? d in r = E,, + /°°  J (r) e  * T d In r  , (Eq. 11-28) 

where E   is the rubbery modulus or delayed elastic modulus. 

By using the Laplace transform technique, we can prove that the creep compliance 
F(t) and the relaxation modulus E(t) are related by the equations   : 

/     E(t-r)d~J^   dr»/     F(t-r)^   , dr dr 
(Eq. 11-29) 

rr' and 

.ju*« n M Mm 
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x 
J    E(t - T) F(r)dr = /   F (t - r) E(r)dr = t (Eq.11-30) 

o o 
From Eq. 11-29, we have   : 

E (t) F (t) - 1 + /'f E (t) - E (t - - )]   dI}T)   dr (Eq.11-31) 
o l ar 

Since the integrand of the integral in Eq. 11-31 is always negative, we have  : 

E(t)F(t)^ 1      . (Eq. 11-32) 

The foregoing one-dimensional stress strain relations can also be extended to 
three-dimensions.     From the generalized Hooke's law in elasticity, we can obtain 
the following relation for viscoelastic materials  : 

ou(t)=2j    u(t- T)—^T—   dr+Sy/    \(t-T)     dT      dr    (Eq. 11-33) 
-OO - <X) 

where /i(t) and \(t) are the relaxation moduli equivalent to Lame's constants in 
elasticity.    Alternatively, the viscoelastic stress strain relation can be expressed 
by the following equations   : 

dejr) 
1     dr s;.(t)=2.T   G(t-T)   """    dr (Eq. 11-34) 

and 

aix(t)=3/   K(t-r)—^—  dr (Eq. 11-35) 

where sjt) is the stress deviator, e^(t) is the strain deviator, G(t) is the shear 
relaxation modulus and K(t) is the bulk relaxation modulus. 

In analogy with the elastic case, when two basic stress strain relations (Eqs. 11-34 
and 11-35) are given, the other stress strain relations can also be determined from 
them.     For example, E(t) can be derived from G(t) and K(t).    In elasticity, we have 

9KG 
E   =  «K    Q  (see Eq. 11-12).    The corresponding integral expression in visco- 

elasticity is   : 

9/1 K(t-r>l^I)dr = /t   [3 K(t - r) + G (t - r)]^> dr     , 
- oo - oo 

or : 

|3 K(0) + G(0)j E(t) - fl E(T)|3K' (t - T) + G' (t - r)] dr = 9K(0) G(t) 
o 

- 9 /   G(T)K' (t -r)dT   , (Eq. 11-36) 
o 

where G' (t) - ~?4)  and tf (t) = ^- .     Equation 11-36 is a nonhomogeneous Vol- 

terra integral equation of the Fftcond kind for E(t).    When G(t) and K(t) are given, 



695 

Eq. 11-36 can be solved for E(t) numerically.    Similarly, in elasticity we can ex- 
piess the Poisson's ratio in terms of the shear modulus and the bulk modulus acc- 
ording to Eq. 11-13.    In viscoelasticity, we have the following integral equation for 
i'(t)  : 

t 

[6K(0) + 2G(0)| v (t) - Jf) v (r) |6K'  (t - r) + 2G'(t - T)1 dr = 3K(t) - 2G(t) 

(Eq. 11-3?) 

The viscoelastic expression corresponding to the generalized Hooke's law (Eq. 11-11) 
is   : 

t d€M(r) t da^(r) 

LE(t " T)-dr-dr = a^(t)4 ij{t- T)-d— dT 

t dakk(r) (Eq. 11-38) 

- <K> 

2.3    Complex Modulus and Complex Compliance Representations 

The ideal instantaneous application of stress or strain as described in the previous 
section,  is usually impossible to achieve in practice.     It is extremely difficult to 
obtain data for creep compliance or relaxation modulus at very short times from 
creep or relaxation tests.     In order to provide short-time information on visco- 
elastic properties, sinusoidal stress patterns are useful. 

Consider the steady state strain response of a viscoelastic material due to an app- 
lied sinusoidal stress of frequency w.    If the viscoelastic behavior is   linear, then 
the strain response is also sinusoidal with the same frequency, but it is not in phase 
with the stress because of the influences of delayed elasticity and viscous flow.    It 
is convenient to express the stress and the strain as the real parts of : 

u* =   a0e
iU)t (Eq. 11-39) 

and : 

e'=c0eiU)t (Eq. 11-40) 

where ao and eo are both complex.    The complex modulus and the complex com- 
pliance are defined respectively as  : 

E* (w ) =  -f =  ^-   = Ej (w) + i E2 (u>) (Eq. 11-41) 
o 

and  : 

F*(w,r?=a-::rarFlM"iF2M    ' (Eq. 11-42) 
e*    co 

where E* and F* are independent of the amplitude of oscillation on account of lin- 
earity.     If we decompose the stress vector into two components, one in phase with 
the strain and the other 90° out of phase, then the real part of the complex modulus 
E-, is the ratio of the in-phase component of the stress to the magnitude of the 
strain, and the imaginary part E2 is the ratio of the out-of-phase component to the 
magnitude of the strain.    The ratio of the peak stress to the peak strain is the mag- 
nitude of the complex modulus   : 

/        2 2\    1/2 
! E* I    = (^!     +   E2 )    '        , (Eq. 11-43) 
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and the phase lag can be expresced as the angle  : 

6    =  tan"1 (E2/E!)     . (Eq. 11-44) 

The total energy input from zero time to time t is  : 

W=J'a~    dt    . (Eq. 11-45) 
o 

If ?(t) = <f cos wt, where c is a real number, we have  : 

a(t)- F (Er cos wt - E2 sina>t) (Eq. 11-46) 

and from Eq. 11-45  : 

v  =  vi   + v2     t (Eq. 11-47) 

where  : 

Vjs]   E1?    (cos2a>t-l) (Eq. 11-48) 

and  : 

V2"^E2?     (2u>t - sin 2wt)    . (Eq.11-49) 

1 2 The quantity Vx varies between zero and - * Ex € .    It can be considered to 

represent the stored energy.    The quantity V2 oscillates about a continuously grow- 
1       - 2 

ing quantity ö E2 e    w* anc* can be interpreted as the energy loss.    Therefore, E2 

is called the storage modulus and E2 is termed the loss modulus.    A: t = ^- , the 

magnitude of V3 reaches a maximum and the absolute value of the ratio V2/V. at 

this moment is equal to -x- tan ö.    By similar reasoning, Fx and F2 are named 

storage compliance and loss compliance, respectively. 

One can also define the complex shear modulus G*, complex shear compliance J* = 
1/G* , complex bulk modulus K* and complex bulk compliance B* = 1/K* .    The 
complex compliances F* , J* and B* are related by the equation   : 

F*   = | J*   + Iß*      , (Eq. 11-50) 

(compare Eq. 11-12). 

The curve" of the dynamic shear modulus of polyisobutylene, which are typical of 
many viscoelastic materials, are shown in Fig. 11-6, where Gx and G2 are in dyne/ 
cm2. 

The relationship between the complex modulus and the differential operator express- 
ion can be obtained by substituting Eqs. 11-39 and 11-40 into Eq. 11-1.    The result 
is   : 

E* M    =  Q(ia>)/P(iu>)     • (Eq. 11-51) 
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The complex modulus can be expressed in terms of the relaxation modulus by the 
following equations of Fourier transforms   : 

00 

Ex («) = E(°o)+u>   / [E (0- E(oo) jsincjtdt , (Eq. 11-52) 
o 

E2M=w/   [E (t) •- E(°o) | coswt d t    . (Eq. 11-53) 

However, these equations are not very useful in practice.    There are other approx- 
imate methods suggested by a number of authors (20), (21), (22) for evaluating the 
complex moduli from the relaxation modulus. 

On the other hand, if E^w) and E2(o>) are given, the following approximate formula 
from Ninomiya and Ferry (23) can be used to evaluate the relaxation modulus: 

E(t) = E^w) + 0.40 E2 (0.4M - 0.014 E2 (10o>)   I     = J/t (Eq. 11-54} 

In particular, when E(t) changes very slowly, we have  : 

E(t)   =  Ex (1/t)     . (Eq. 11-55) 

From Eq. 11-54 or 11-55, the value of E(t) for small times can be obtained indirect- 
ly, if the values of Ex and E2 for high frequencies are available.    The difficulty of 
measuring E(t) for early times is thus resolved.    Equations similar to Eqs. 11-54 
and 11-55 hold also for the shear modulus uiid the bulk modulus. 

By a procedure similar to that presented in the previous section, we can express the 
complex moduli and the complex compliances as integrals of the relaxation spectrum 
and retardation spectrum  : 

oo 2  2 

Ej (w)  = E   + /     J(r)—g / 2   dlnr      , (Eq. 11-56) 
e -00 1 + U)    T 

oo 

E2 („)=!,„ +   /      J(T)   "T
2   a  dlnr (Eq. 11-57) 

1 +'„   T 

CO 

F1(w)=F   +/     L (T) V-2    dlnr      , (Eq. 11-58) 
g -CO 1 + u)    T 

CO 

F2(«)=-L   +   f     L (T)—^r-v  d*nT     • (Eq. 11-59) 
^^ "« 1+   W    T 

We can show that the integrals in Fqs. 11-56 and 11-57 are functionally 
dependent. Of course, the integrals in Eqs. 11-58 and 11-59 have the 
same property. 

2.4.   Temperature Effects 

The discussion of the phenomenological theory of linear viscoelasticity so far has 
dealt with the representations of viscoelastic properties, based on the Boltzmann's 
superposition principle.    It provides no physical insight into the molecular origin 
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of viscoelastic phenomena.    In order to examine the physical behavior of visco- 
elastic materials in greater detail, we shall discuss one particular molecular model 
for the origin of viscoelasticity. 

*"> we have said earlier, a polymer is a long chain of chemically linked primary 
molecvlar units termed monomers.    The number of monomer units z, which is 
called t e degree of polymerization, is of the order of hundreds or thousands. 
Thermal energy causes the polymer chain to writhe and squirm, but ihis Brownian- 
like motion is constrained by the presence of neighboring molecules.    In the Rouse's 
model of the viscoelasticity (24) of dilute solutions of polymers, the polymer is 
viewed as a chain of z identical segments with completely flexible junctions.    The 
spatial orientation of each segment is assumed to be such that the cartesian compon- 
ents of its length each have a Gaussian probability distribution function.    The chain 
is said to be 'free-draining,' in the sense that it is assumed that the interaction of 
the polymer with its environment can be described by assigning a resistance, 
characterized by a friction coefficient, to each of its moving junctions.    From 
arguments of the type that are used in describing Brownian motion, Rouse derived 
the following formula for the shear relaxation spectrum   : 

N 

7«(t)=-^r   E   TP   Ö(T  -TP}    ' (Eq. 11-60) 
p = l 

with  : 
2     2 

a   z   C 
Tp =      2    2° . (Eq. 11-61) 

6*   p   k T 

where p is the density, R° is the ideal gas constant, T is the absolute temperature, 
m is the molecular weight, a is a constant depending on local geometric parameters, 
C0 is the monomeric friction coefficient and k is the Boltzmann constant. 

From Eq. 11-60 we obtain  : 

"-4 

G(t'T) = -^P-    £    e_l/Tp       • (Eq. 11-62) 
p=l 

and : 
N 

2      2 

n R   T    r-i P 
Gj (W, T) = £ii-L   V \-^       . (Eq. 11-63) 

P=l 1  + CÜ    Tr 

m 
p 

The constants a and £„ in these formulas are temperature dependent.    Let a = a, 
P = P, C0 = C0 

and rp = \ wnen T " T-     From Eq. 11-61 we have   : 

rp = aTrp    , (Eq. 11-64) 

where  : 
2 

Define a reduced time variable £ by the relation  : 

(Eq. 11-65) 
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*   =  -f-        , (Eq. 11-66) 

so that   : 

log i  -    logt    -    log aT . (Eq. 11-67) 

From Eqs. 11-62 and 11-64 we then have   : 

G{tfT) = -~T   G^» T)    . (Eq. 11-68) 
PT 

If we plot log G against log t, the curve for temperature T> T can be obtained from 
- PT 

the curve for temperature T, by shifting the curve upward by an amount lop — and 
o T 

to the left by an amount log «r while the shape of the curve remains unaltered. 
These operations may, of course, produce a universal curve even if the Rouse model 
is not valid.    The quantity a?, as defined in this operational sense, is called the 
shift factor.    Equation 11-65 gives the shift lactor for the Rouse model. 

The relation between a^ and T can be determined experimentally.    The choice of T 
is arbitrary.    The shift factor curve for poly-n-octyl methacrylate with T = 100°C 
is shown in Fig. 11-7.    The following empirical formula from Williams, Landel and 
Ferry (46) has proven to be widely applicable  : 

log «r   =   -cL (T   -   T)/(c2+T~T)     , (Eq. 11-69) 

where cx and c2 are determined experimentally.    For most unfilled elastomeric 
systems, it is found that ct = 8.86 and c2 = 101.6. 

If we define a reduce frequency variable  : 

fi^ttju)     , (Eq. 11-70) 

then we have from Eq. 11-63   : 

G, (a), T) =  ^r  Gt (O, f)    . (Eq. 11-71) 
PT 

When log Gx is plotted against log u>, the curve for temperature T>T can be obtained 
from the curve for temperature T by shifting ihe curve upward by an amount log QX 

PT 
and to the right by an amount log aT, while the shape of the curve remains unalter- 
ed.     Using this method, we can plot the relaxation modulus or complex modulus re- 
fer red to a certain constant temperature from experiments which are performed at 
various temperatures.    The curve obtained in this manner is known as the master 
curve or composite curve.     The master carve of relaxation modulus at T - 70°F for 
PBAA propellant, is shown in Fig. 11-5. 

To use the reduced time or reduced frequency variables outlined above is to invoke 
the principle of 'thermoi     jiogicai simplicity'.     Materials with this property are 
called thermorheologiCc^Pv simple materials.     Since the vertical shift of the modu- 
lus curves is often quite small, for the purpose of applicational convenience, we 
are often permitted to ignore the vertical shift by making a slight modification in 
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Qr .    Thus, Eqs. 11-68 and 11-71 are c/ten approximated by  : 

G(t, T)  = Gß , f) (Eq. 11-72) 

an- 

G^cu, T)  =  GJft, T) (Eq. 11-73) 

In the region of rapid change of the modulus, it is possible to obtain a good matching 
of the adjacent curves from experimental data by using Eq. 11-72 or 11-73.    How- 
ever, in the region where the modulus is flat, the vertical shift is found to be nec- 
essary for satisfactory matching. 

If the experiments are performed under continuously changing temperatures, the 
reduced time variable defined by Eq. 11-66 must be replaced by the variable  : 

(Eq.11-74) 

This equation was proposed by Morland and Lee (22). 
reduces to Eq.11-66. 

At constant temperature, it 

2.5.   Representation Based on Irreversible Thermodynamics 

Deformation of solids is associated with a change of entropy.    In particular, for 
viscoelastic materials   a large amount of heat is generated continuously during 
viscoelastic flow.    Those aspects of viscoelasticity can be approached from the 
theory of irreversible thermodynamics.    Here we shall discuss the theory formu- 
lated by Biot (29). 

Consider a system I defined by n state variables q^    These state variables are 
presumed to be general enough to include unobservable variables, such as mole- 
cular configurations in a polymer.    The generalized external forces Qi are defined 
in such a manner that the external work done on the system is Qi d q^ when q4 is 
changed by an amount d qv    In viscoelasticity the non-vanishir.g external forces 
are six stress components o^ with conjugate state variables of six strain compon- 
ents € jj.    The remaining n - 6 state variables represent the internal degree of 
freedom, known as the hidden state variables.    The characteristic function in the 
stress strain relation is influenced by the hidden variables. 

Consider also a system II which is a large heat reservoir at absolute temperature T. 
When these two systems are connected thermally and insulated from their surround- 
ings, the heat obtained by system I can be expressed in accordance with the first 
law of thermodynamics as  : 

dHj    =    d Ux Qidqj (Eq. 11-75) 

where Vx is the internal energy of the system I.    The change of entropy of the sys- 
tem II is   : 

dH, 
dS2=- -   Qidq, (Eq. 11-76) 

The total change of entropy of the system I + II is 
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dU, i 
dS   =   dSj   +  dSo   -  dS,    + —     Q<dq. 1 >- x rp rpll 

(Eq. 11-77) 

The system is assumed to be close enough to the equilibrium state for the entropy Sx 

and the internal energy Uj of the system J to be expressible as functions of state 
variables;   i.e., 

dS 

and  : 

dSl - 

dVl = 

l 

^i7 

7q~ 

dqj 

d qL 

Substituting Eqs. 11-78 and 11-79 into Eq. 11-77, we have: 

dF 
TdS-   [Qi- 

(*■ *) 

dqA 

(Eq. 11-78) 

(Eq. 11-79) 

(Eq. 11-80) 

where F = U1 - TSj i,5 the Helmholtz free energy.    Note that this differs from the 
Gibbs free energy, for which the same symbol was used in Chapter 3.    The second 
law of thermodynamics requires that   : 

dS   > 0     , 

where the equality sign holds for reversible processes 

(Eq. 11-81) 

If XAis defined as the generalized force conjugate to qA in the expression of entropy 
production, viz., 

dS  = Xidqj     . 

then Eq. 11-80 implies that   : 

F («■ ■ a) 

(Eq. 11-82) 

(Eq. 11-83) 

When the system is close to the equilibrium state, we may relate Xito the time rate 
of change of qj, viz., qj, by a linear equation, 

Xi=f  bKftj (Eq.11-84) 

According to Onsager's principle, the coefficients b^are symmetric; 

bU  =  bji 

From Eqs. 11-83 and 11-84, 

Qi - Jq7    +
MJ  • 

Equations 11-82 and 11-84 imply that the quadratic form   : 

(Eq. 11-85) 

(Eq. 11-86) 
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D   -   ^ißAs (Eq. 11-87) 

obeys the relationships   : 

TdS   =   2D >0     . (Eq. 11-88) 

Thus, the matrix by is positive semidefinite.     From Eqs. 11-86 and 11-87, we 
have   : 

F   +   2D   =  Qlql     . (Eq. 11-89) 

The right-i.and side of Eq. 11-89 represents the power input and the first term of 
the left-hand side is the rate of change of free energy.     Hence the term 2D has a 
physical meaning as the rate of energy dissipation and D is called the dissipation 
function cf the system. 

At the thermodynamic equilibrium state, q^ = 0 and Qx = 0;   hence, from Eq. 11-86, 
the linear term of qx in the Taylor expansion of F(oj) must vanish.    If we expand F 
through terms of second degree and adopt the convention that F and qxare zero in 
the equilibrium state, then we obtain   : 

F   =  ja^qj     . (Eq. 11-90) 

Without loss of generality, we may assume a^ to be symmetric.    Since F is assum- 
ed to be nonnegative, the matrix a^ is positive definite.    After substitution of Eq. 
11-90 into Eq. 11-86, we obtain the equation of evolution   : 

a^.i   +   Mj   -   Ql      • (Eq. 11-91) 

This equation can be written in the Lagrangian form   : 

|JL +     9D        Q (Eq. 11-92) 
3 qi 3 q. i 

Whenever the temperature change is sufficiently smail, the coefficients a^ and b^ 
are assumed to be temperature independent. 

Note that the subscript i in Eq. 11-91 runs from 1 to n.     If the variables q^i - 1, 2, 
... m) really participate in the irreversible entropy production and qi (i = m + 1, 
m + 2,  ..., n) are reversible variables which do not participate in the entropy pro- 
duction, then we have b^ = 0 for either i> m or j> m.    The reverdible variables 
can be expressed in terms of the irreversible variables by solving n - m simultan- 
eous algebraic equations.     Substituting these solutions into the first m equations, 
we get   : 

*U*J + \J *j = Qi (i, J = l, 2, ... m)     . (Eq. 11-93) 

It can be shown that a^^a^ b^ = b, t and the matrix b<x j is positive definite if 
the equilibrium state is stable. 

Using the Laplace transform techniques for q^O) = 0, we can eliminate the hidden 
variables and obtain a relation between the observed variables and their conjugate 
forces, 
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6     r "~6 (  \      t   ~X    ^~T) 1 
Q&-1    |c^W+c1J'HJ(t)+  I     c^a}  f  e     a        qj(T)ar\ 

j=i L « = i ° -I 

where Aa  £ 0, c^ c'y   and c^ (a) are characteristic constants.     Expressed in 
terms of stress and strain tensors, it becomes   : 

m ~6 _\       (t_T ^ 

*««= E     /   «     a        ,nU(kf €k,   (T)dT +Dykf€kf (t)+D^klekf (t)    . 
a= 1        O 

If the number of hidden variables is infinite, a continuous spectrum of A  must be 
used, and the above equation is replaced by   : 

°ij(t)=   /   Lyk|Ct-T)€kl(r)dT +l\,k|€kf(t) + D'yk#€k|(t)    ,        (Eq. 11-94) 
o 

where   : 

Lljk|M =     i°°   Dijki (\)eKtd\      . (Eq.11-95) 

The quantities q^ can be solved from Eq. 11-93 and we can obtain the expression of 
strains in terms of stresses   : 

t 
fy (t)=   /   K^,,   (;■■ T)   ok,   (r)dr  + Qj ukt  (t) (Eq. 11-96) 

o 

where   : 

QO 

Kyk,(t)  =   I     Qjk,  (A)   e"Xtd\      . (Eq. 11-97) 
o 

Equation U-94 can be interpreted as the stress strain relation for a model consist- 
ing of infinite Maxwell elements connected in parallel,  where one element has a 
dashpot with infinite viscosity (infinite relaxation time) and another element iias a 
rigid spring (zero relaxation time).    Equation 11-96 shows the material is repre- 
sented by a model of Voigt elements   in series where one element has a dashpot 
with zero viscosity and another element has a spring with zero spring constant. 
These models are the same as the models we have considered in the investigation 
of the relaxation and retardation spec'ra.    Therefore, the relaxation and retard- 
ation spectra defined by Eqs. 11-28 and 11-22 are consistent with the sL<6S strain 
relation from an irreversible thermodynamic standpoint. 

2.6.   Nonlinear Stress-Strain Relations 

Some solid propellants under high stresses or at high temperatures exhibit non- 
linearity in the stress-strain relation even when the strain level is low.     There are 
two types of nonlinearities:   geometric nonlinearity and physical nonlinearity.    As 
pointed out by Fitzgerald (7),  (15) strains in solid propellant grains are quite limi- 
ted, e.g., long term strains are not permitted to exceed 10 or 20 percent.    The 
geometric nonlinearity of solid propellant materials is not so important as compared 
with their physical nonlinearity.     Experimental studies performed by Lockheed 
Propulsion Company (62) shows that marked physical nonlinearities can be observed 
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for strain range from 1 to 5 percent in relaxation tests.    The general theory of 
nonlinear stress strain relations was developed by Green and Rivlin (33) and also bv 
Noll (34). 

The deformation & any three-dimensional body can be described by the following 
equations   : 

x4   *  Xi <Xj, X2, X3f t)        i   «   lf 2, 3. (Eq. 11-98) 

where xt is the Cartesian coordinates of any material p.irticle at time t and X-, is 
the coordinates of the same particle in the undeformed body.    Tr ■» deformation 
gradient at any time t is represented by a 3 x 3 matrix  : 

D =   ü   D. U 

axt 

IT" (Eq. 11-99) 

The Lagrangian strain E = || € ^ j|   is related to D by  : 

2 E =   I)T D -  I    , 

where I  is the unit matrix. 

(Eq. 11-100) 

We call materials Green-Riviin hereditary materials if the stresses at any particle 
at any time depend only on the history of the deformation gradient of that particle 
and the form of this dependence is independent of time, i.e., 

T(0 =     «U«l    -  F 
r    oo "I 

(Eq. 11-101) 

where F is a tensor functional.    Stresses in the body should be independent of the 
position of the observer.    If we superpose a time dependent rigid body rotation to 
the body, stress fields also change by the same rotation.    This is known as the 
principle of material indifference or principle of objectivity.    Denoting this arbit- 
rary rigid body rotation by a matrix R(t), we have  : 

R (t) T(t) RT (t)  =   F 

oo 

[lift- T)D 
T = 0 

(t-T) (Eq. 11-102) 

From - .is equation, by using polar decomposition of the matrix D, we can show that: 

T(t) = D(t) S     E (t - 
L   7-0 

1 E (t - r)     D j DT  (t) 

where S is a tensor functional called the stress functional and 

E      , 
d 

d t 

(Eq. 11-103) 

(Eq. 11-304) 

differentiated at constant X j. 

If a small change in the strain history causes only a small change of present stress, 
we may assume the stress functional to be continuous and express S by its Freenet 
expansion (35) which is a finite sum of multiple integrals   : 
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N 

s= I   s, 
n~l 

(Eq. 11-105) 

Here we have assumed that the undeformed state is stress free.    The component of 
Sn is   : 

pq r1     rt rt      PQ 
/      /     .-.   /    Kr   B ...r s  (t-Ti t-rn) 

_00        11 n  n -co     -co 

er   s   (TX)...C (Tn )     drx ... drn 
11 n   n 

(Eq. 11-106) 

For initially isotropic materials, the integrand of Sr must be a symmetric matrix 
pc/ynonial in the matrices E (rk ) (k = 1, 2, ..., n) and linear in each one.    Here, 
the kernel functions in general depend on the total number of terms of expansion N. 
If the deformation is finite but sufficiently small, we may treat the Frechet expan- 
sion Eq. 11-105 as the nth partial sum of a series expansion analogous to Taylor's 
series expansion of an analytic function.    Hence in this case, the kernel functions 
are independent of the total number of terms of expansion,    For a large strain 
history, we need only to add more terms,    Taking this into consideration Pipkin (37) 
expressed the stress functional up to the third order term as  : 

rt 
S   =    j    [Kx (t -T)  I    lr    E(r) 4   K3(t-T)E(T)]dT 

t       t 

(Eq. 11-107) 

+    J      J     { Ka(t-Tx<   t -Ta)   I   tr   E(TX )tr E(Ta) 
- oo      - en 

+   K4   (t - Tx ,   t - ra) I     tr   [E(TX)   E (T3) J 

i   K     (t - T        t - T   ) E (T) tr   E(T   ) 
»13* 2 

+   Ke   (t-Tx .   t- T3)    [E  (Tx) E(Ta)   + E (T2)E(Tx)]}dTidTa 

t       t        t 
+   J     I      J    {K7(t"Ti*  *'**'  «-*»>! trE1(Tx)tr[E3(Ta)Ea(T3)] 

+    K   (t ~ T   ,   t - T ,   t - T ) I  tr E(r) tr fi   (r   ) tr E   (T ) 

- oo       - OO       - ».' 

+    K    (t - T 

+    K    (t - T io 

+   K   (t - r 

♦    Kw(t-T 

. t-ra. t-T])Ei(Tl)..EJ(rj|.rEj(T3) 

, t - Ta, t - T ) S (T^ tr [E2(T3) HMTJ ] 

,  t-T„, t-T   )[B,(T ) E   (Tj + E,;T IE (T |]trE (T ) 

♦ ■,(T,)K1(r,)il(Tl)]}dTIdrtdri 

The material properties are characterized by the twelve kernel functions shown in 
Eq.11-107. 
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Equations 11-1Ü3, 11-105 and 11-106 are too general to be applied to practical 
engineering problems.    Colem3n and Noli (38) "nd * ipkfn (37) formulated finite 
linear viscoelastkity for materi*'   with a fading memory.    Their theory is re- 
stricted to the case that the d« carnations in the recent past relative to the present 
conjuration are small      <kpplob> an»1 Lee {*

1
J) considered prot ems of infinitesim- 

al time-dependent .«.'formation superposea on a small, finite,     'ddenly applied, 
constant deformation for incompressible materials.    The multiple integr~    are re- 
duced to single integrals.    Huang and Lee (40) established an approximate stress 
strain relation lor short time ranges, in which only single integrals are involved. 
Thcii equations can be used tn evaluate the early time suiuiion, e.g., the critical 
stress in solid propellant which usually occurs immediately after ignition.    When 
the deformation is either infinitesimal (D - I) or irrotational, Eq. 11-103 can be 
written as  : 

T(t) = S pivil (Eq.11-1Ü8) 

which is the general stress strain relation for geometrically linear but physically 
nonlinear materials.    Dong (41) has used this equation to solve several stress anal- 
ysis problems.    If the material property it linear, then K3 = K4 = ... = Kl2 = 0 in 
Eq. 11-107.    Thus the stress strain relation for linear viscoelastic solids uecomes : 

A 
T (t) = /     [Kx (t- r)ItrE (T) + K2 (t- T)E (T)]6T (Eq. 11-109) 

-oo 

which is the same as Eq. 11-33.    The invert   relation of Eq. 11-108 is  : 

(Eq. 11-110) *•[*£?] 
Equation 11-110 can be used to compare theory with experiments.    For example, if 
the stress field is uniaxial, the uniaxial stress strain relation can be expressed by 
the following expansion  : 

n=l 

(Eq. 11-111) 

where  : 

V  : /'   Fn   {t-Tv  ..., t- rn)a(r1)...a(Tn)dr1...drn 

(Eq. 11-112) 
-oo 

When N = 1, it reduces to Eq. 11-17.    Uniaxial creep test based on this equation has 
been performed by Ward and Onat (42), I ifshitz (43) and Onaran and Findley (44). 

3.   Stress Analysis of a Solid Propellant Rocket 

In problems of stress analysis of solid propellant rocket motors, the configuration 
of the proppllant grain is usually idealized for purposes of simplification.     First of 
all, the grain is assumed to be monolithic and encased in a cylindrical casing.    The 
star grain, furthermore, is approximated as a hollow circular cylinder composed of 
homogeneous isotropic viscoelastic material.    Analyses based on this idealized 
model could furnish sufficient information for rocket design.     Especially in prob- 
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lcms involving transient in rmal stresses, ablating conduit surface, longitudinal 
acceleration, reinforced grains, etc., the idealization could provide remarkable 
computational conveniences.    However, the actual stress distribution in tne star 
grain is different from those calculated in tec model.    The discrepancy is particu- 
larly serious in the region close to the star point where the stress is critical. 
Analyses of the star grain can '*e approached by finite-element methods, (63), (84) 
photoelastic experiments (17), (54), (55) or the conformal mapping technique (45), 
(56).    Nevertheless, the idealized model is sufficiently important for us to spend 
the rest of this section on it, after an introductory discussion (Section 3.1) concern- 
ing the general nature of stress analysis in linear viscoelasticity.    In addition to the 
simplest stress analysis problems, we treat spinning motors, ablating grains, non- 
isothermal grains, grain slump and reinforced grains. 

3.1.   Stress Analysis in Linear Viscoelasticity 

Problems of stress analysis in viscoelasticity can be classified by nature into three 
groups: (a) the quasi-static problems, (b) the sinusoidal oscillation problems, and 
(c) the dynamic problems. The choice for representations of the stress strain re- 
lations is based on the type of problem to be analyzed. 

Consider a three-dimensional body with volume V and su 'ace S subjected to the 
prescribed surface traction Ti° over the portion Sa of the surface and to the pres- 
cribed surface displacement u^ over the remaining portion S^ of the surface.    De- 
note the body force by f4 and density by p .    The equation of motion is  : 

do. At) a2u4(t) 
«__ +f< (t) =  p       . (Eq. 11-113) 

axj at* 

For infinitesimal strains, the strain displacement relation can be written as  : 

/ flu^t)       3uj(t) \ 

««« - 4 (TTT 
+ T*r)    • (£q-11-ll4) 

On the surface S  , the stress components must satisfy the equation   : 

aM(t)^  =   T.d) onSiT, (Eq.11-115) 

where I/J is the direction cosine of the outward normal.    On the surface Su, the 
displacement is   : 

=  u« onSu     . (Eq. 11-116) 

Equation 11-113 is a vector form of three equations and Eq. 11-114 is a tensor form 
of six equations. The three-dimensional stress strain relations furnish six other 
equations. The fifteen unknown quantities, three displacement components, six 
stress components and six strain components, are determined by these fifteen field 
equations. When the right-hand side of Eq. 11-113 is negligibly small, the problem 
is considered quasi-sUtic. For these problems, the conditions imposed on the re- 
laxation moduli for unique solutions have been discussed by Bruer and Onat (47) and 
also by Gurtin and Sternberg (12). 

Since the material properties are time-dependent, viscoelastic problems are usually 
found to be more difficult than the equivalent elastic problems.     Further complexi- 
ties are caused by temperature effects, moving boundaries and the interchange of 
stress -prescribed boundaries and displacement-prescribed boundaries during de- 
formation. 

1 
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Consider a viscoelastic body under stress in an isothermal conation with no inter- 
change of 3a and Su during deformation.    The time variable here can be removed 
by taking the Laplace transform with respect to time in the fit id equations.    If we 
denote the Laplace transform by  : 

00 

g(p) /   g (t) e       d t 
o 

and assume zero initial conditions, Eqs. 11-113 to 11-116 become 

do. U 

and 

3xj 
i i-    v p    u 

1 /3ÜA         3uj\ 

tfu'j = If         on Sa 

üt - «v onSu. 

(Eq. 11-117) 

(Eq.11-118) 

(Eq. 11-119) 

(Eq.11-120) 

If the stress strain relations are represented in the differential operator form, 
from Eqs. 11-6 and 11-7 we have  : 

Pfo)»U    -    Q(p)eu (Eq. 11-121) 

88' 

and 

P' (Pftii  =    Q' (P)?ii (Eq. 11-122) 

On the other hand, if the integral operators are used, from Eqs. 11-34 and 11-35 
and applying the convolution theorem, we have  : 

and 

e^     =     2S(p) pcy 

ii4 =  3X (p)p €M . 

(Eq. 11-123) 

(Eq.11-124) 

Consider an equivalent problem but with elastic materials.    If we take the Laplace 
transform, we would have the same field equations (Eqs. 11-117 to 11-120).    But 
the stress strain relations in transformed variables (Eqs. 11-121 to 11-124) would 
be replaced by  : 

\i 
2Ge U 

and 

aii =   3Kc4i . 

(Eq.11-125) 

(Eq.11-126) 

Thus, if tht solution for the trans*« rmed variables in the elastic case can be written 
explicitly in terms of the elastic constants G and K, the viscoelastic solution of the 
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transformed variables can then be obtained by replacing G by jffi\ or G(p) p and 

replacing K by Ly-.or K(p) p.    The solution of the original viscoelastic problem is 

then found by the inverse transform.    This technique is known as the correspondence 
principle.    Note that the functional forms of G(t) and K(t) are needed in applying this 
principle.    Difficulty usually arises in the process of inverse transformation, part- 
icularly when the empirical equations of relaxation functions are complicated. 

When the empirical formulas for the complex moduli G* and K* are available, it is 
convenient to apply the one-sided Fourier transform  : 

g(u>) = /   e-1:Jtg(t)dt  . 

The inverse transform is (Rl [] denotes 'real part of) : 

g (t) = j Rl      /    8       g (u) du     . 
L   o J 

Again, when zero initial conditions are imposed, after transformation, Eqs. 11-113 
to 11-116 become  : 

aoy 

d Xj 
+ f1 + pu»2u1    =    0, (Eq. 11-127) 

t       / dZ du   \ 
<«  =  l     (T£+T£) • (Eq. 11-12«) 

cr    v   = T^ onSa (Eq. 11-129) 

and  : 

ui =   u ° on Su     . (Eq 11-130) 

From Eqs. 11-6, 11-7 and 11-51 we have  : 

8^ =  9(iifL>  ey =   2G* (u>Uu (Eq. 11-131} 
P(l U>) 

and  : 

°" =  wW) «« =   3K* (üJ)'"   • (Eq. 11-132) 

For the equivalent elastic problem, Eqs. 11-127 to 11-130 remain the same but Eqs. 
11-!31 and 11-132 are replaced by  : 

SJJ   -   20*?^ (Eq. 11-133) 

and   : 

ati  =   3Ken  . 
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Hence we can establish the following corresponded e principle :    The one-sided 
Fourier transform solution of a viscoelastic problem can be obtained from the trans- 
form solution of an equivalent elastic problem by replacing G by G* (u>) and K by 
K*(w). 

The transform techniques mentioned above can be applied to both the dynamic and 
the quasi-static problems.    In the quasi-static case, we can set p =0 in the equat- 
ion of motion.    The viscoelastic solution for the transformed quantities can then be 
obtained directly from the known elastic solution      Radok proposed another corres- 
pondence principle for quasi-static problems (14):  If the solution of the equivalent 
elastic problem can be expressed explicitly in terms of the elastic constants, the 
viscoelastic solution can then be obtained by a similar expression in which the elas- 
tic constants are replaced by corresponding differential or integral operators.    In 
other words, if the equivalent elastic solution for stresses is f(x^ t, G, K), then 

the viscoelastic solution for stresses is either f (x^t, ip  >   «njr ) °r ffr^tjGjK) 

with G and K as the hereditary integral operators.    Radok's correspondence prin- 
ciple usually leads to an intcgro-differential equation lor the required quantities 
which can then be solved by either integral transform methods or finite difference 
technique.    Note that even if the corresponding elastic problem has no explicit 
form of solution, Radok's correspondence principle can still be applied to any of 
the equations found in the intermediate steps of derivation of the elastic solution. 

From elasticity, one finds that the only elastic constant in the Betrami-Michell 
compatibility equation is Poisson's ratio v.    If only the stress boundary conditions 
are prescribed, the elastic solutions of stresses would then contain no elastic con- 
stants except v.    Hence, in this case, when the material is incompressible {v = 
1/2), the integral operators in the viscoelastic solution of stresses would degener- 
ate to a constant multiplier.    Thus the viscoelastic solution and the elastic solution 
would be identical.    This theorem is due to Alfrey (20).    Another applicational 
example of Radok's correspondence principle is found in the generalized plane stress 
problems with absent body forces and stress boundary conditions.    Here, the elas- 
tic solution does not contain any elastic constants and hence is identical with the 
viscoelastic solution.    Radok's correspondence principle can be applied success- 
fully in most problems.    However, there are cases in which the application of this 
principle must be considered with extreme care.    For example, the term Ga2 in 
the corresponding elastic solution may come from the multiplication aGa.    When we 
change G to an integral operator in obtaining the viscoelastic term, these two ex- 
pressions would lead to different results.    It is necessary to check the derivation 
of the corresponding elastic solution step by step and see whether the equation in 
each step can be converted into a similar viscoelastic equation, by Radok's corres- 
pondence principle. 

In sinusoidal oscillation problems, it is convenient to express the stress and strain 
components as real parts of the expressions   : 

tfij   =   aU* e1"1 (Eq. 11-135) 

and   : 

eU  =   f^e1"1 , (Eq. 11-136) 

where u) is the frequency of oscillation.     The quantities ay * and c^* are, in gen- 
eral, complex and therefore are known as the complex stress and strain tensors. 
From Section 2.3, the viscoelastic properties can be represented by the complex 
moduli G* and K* such that   : 
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.„*   =   20* ey* (Eq. 11-137) 

and : 

aü*   =  3K*€*i    , (Eq. 11-138) 

where sj1 and e^are the complex stress deviator and strain deviator tensors.    If 
the displacement, the body force and the prescribed surface traction vectors are 
also expressed as the real parts of : 

Ui  = ufe *      , (Eq. 11-139) 

and \ 

fi = fi*e W (Eq. 11-140) 

TA°   = T/^e1"'     , (Eq. 11-141) 

then from Eqs. 11-113 to 11-116, we have  : 

j— + t* + p a>2 u* = 0 , (Eq. 11-142) 

£U*  ■ 1   (7x7   +    3^) • (Eq. 11-143) 

"»*  "i m  Ti°* °nSa (Eq. 11-144) 

and : 

u^   = Ui°* onSu . (Eq. 11-145) 

Equations 11-137, 11-138 and 11-142 to 11-145 constitute a boundary value problem. 
After the solutions for aj and e«fare found, a^ and e*< can be obtained bv taking the 
real partc of Eqs. 11-135 and 11-136. 

When the complex moduli G* and K* in Eqt. 11-137 and 11-138 arc replaced by the 
shear modulus G and the bulk modulus K, the above boundary value problem would 
become an elastic problem.    Thus, the viscoelastic solution can be obtained from 
the corresponding elastic problem by the following correspondence principle:  If the 
solution of the corresponding elastic sinusoidal oscillation problem can be found 
explicitly as oü = R l[f(G, K, x, t) eiwt ], then the viscoelastic solution is a, = 
R Iff CO*, K*, x, t)e1Jt]. 

In applying the transform teclinique, explicit forms of relaxation i oduli or complex 
moduli are required.    When differential operators are used, the degree of the op- 
erators must be high such that the mechanical properties of viscoelastic materials 
can be accurately represented over several decades of time or frequency.    For real 
materials, the analysis based on the technique of integral transform is usually com- 
plicated.    Approximate methods for taking inverse transforms have been proposed 
by Schapery (57) and Papoulis (58).    For practical reasons, it is convenient to use 
the integral operators for stress strain relations so that the measured relaxation 
functions can be applied directly in the stress analysis.    This techr<que has the 
advantage of avoiding not only the difficulty of the inverse transform in the integral 
transform method but also the error introduced by using differential operators to 
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express the real material characteristics. It can be effectively applied to prob- 
lems with moving boundaries or transient temperatures. The resulting integro- 
differential equations can be solved numerically by finite difference techniques. 

3.2.   Stresses in an Encased Viscoelastic Cylinder 

äS we have suggested earlier, the stress distribution in a solid propellant motor 
can best be analyzed by considering the problem of an encased infinitely long visco- 
elastic hollow cylinder, subjected to internal pressure as shown in Fig. 11-8. Here 
we shall consider a quasi-static case, without spinning and ablation, i.e., u> (t) = G 
and a(t) = a.    The dynamic version of the same problem was studied by Baltrukonis 
(59) and Achenbach (60), (61).    Furthermore, the casing is assumed to be elastic 
with elastic modulus Ec and Poisson's ratio vc .    Since the cylinder is infinitely 
long, we can treat the analysis as an axially symmetrical plane strain problem. 
Here the boundary conditions do not change with time and therefore the Laplace 
transform method and the correspondence principle can be applied. 

The solution for the corresponding elastic problem can be derived easily.    The rad- 
ial and circumferential stress components of th~ elastic problem are, respectively, 

ar      =   - I ei£ Z \l L (Eq. 11-146) 

] 

(S •■) -« -t 
and : 

« • ■) ■« • ■) 

where  : 

1  -  v 2 

rt (1 - vc 2) b E 
U (1 + V ) - 

(Eq. 11-148) 

h Ec 

and E and fare the elastic modulus and Poisson's ratio of the cylinder.    Expressed 
in terms of the shear modulus G and bulk modulus K, the quantity ß can be written 
as  : 

3 K + 4G 

,"   '   ^-2G-iG(3K + G)      • (&lll-U9) 

where  : 
hE„ 

a   -      (1 - ,c») b        ' ^•H-150 

We shall assume that the viscoelastic material is incompressible with Voigt shear 
behavior, i.e., 
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K (p)   =   oo 

and  : 03*11-151) 

G (p)   =  I   (A p + B)      . 

From Eqs. 11-149,  11-151 and 11-152, 

ßip)  -   [l   -|(Ap+B)]   ^    . 

If the internal pressure is prescribed to be  : 

l 'q. 11-152) 

(Eq. 11-153) 

7T(t) TT0    (1 -e"nt)  H (t)     n   > 0, 

then the Laplace transform is   : 

°     P (p+n) 

(Eq. 11-154) 

(Eq. 11-155) 

«e correspondence princip.e, we have from ^s.,,-,«, „-147, «.,« 
I ^>3 and 

». - - -J!L_ 'Ap+B>fe2-i)+« 
r~~^ (Ap+B,g^T7 (Eq-u-156) 

and  : 

a0 = 
FlFrH)    laTT"^   /V~~\ • (Eq.l!-157) (Ap+B,   g?   -,)   +a 

The inverse transform gives  : 

(jjj  "3) + a (B--A)  (S  -   l)   +« 
yes   :\ y^ / e-nt 

B 

B (^   . 

B U2'! /+ a   i 
far x t ' 

 Va2 W f 

TB(^   - l)   +ol [(nA- B)(^  - l)-<*] (Eq. 11-156) a 
and   : 
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On     =  *n 
£■■)- (B- nA) IF» + 1)   - a 

BS -1 
-nt 

\a 
(B - nA) &,   - 1 \ 

/' 
B(T>- 

. /b2 b2\ 
 nAa  Ua   + 7*j ^_ 
[B (g  - l)    + «] [(nA - B) ({£ - l)   - « 

=- e 

(Eq, 11-159) 

If the internal pressure is applied instantaneously at t = 0, the solution of or and o0 

can then be obtained by setting n =co in Eqs. 11-158 and 11-159. The distributions 
of a   and or0   are shown in Fig. 11-9 for the following data:  b/a = 2, A/B - 10"2 sec, 

r2 
B = ö x 105 psi and a = 106 psi,  (8).    It is found that the critical tensile circumfer- 

ential stress occurs on the cavity surface immediately after the application of pres- 
sure and the response is elastic at that instant.    Fracture may occur if this circum- 
ferential stress is beyond the tensile strength of the propellant grain.    The circum- 
ferential stress decreases algebraically as time goes nn.    At large time, the state 
of stress approaches a delayed elastic state with G = B/2 and K = oo .    The radial 
stress is always compressive and has less importance from a practical point of 
view.    If the intern. 1 pressure were applied gradually, the circumferential stress 
on the cavity surface would increase algebraically with time and then decrease to its 
final negative value.    The shorter the application time, the higher would be the 
critical circumferential stress.    Thus, in order to prevent the grain from internal 
iailure, the internal pressure -T.ast be applied as gradually as possible. 

3.3.   Stresses in an Encased Viscoelastic Spinning Cylinder with Ablating Cavity 
Surface 

In the previous section, we considered the case of a viscoelastic cylinder with fixed 
inner radius.    For a solid propellant rocket under launching conditions, the rocket 
grain is gradually burned and removed as gas.    The inner radius is therefore a 
function of time (Fig. 11-8) ; 

a  = a(t) and d a/d t > 0 (Eq. 11-160) 

We shall also consider the cylinder to be spinning about its axis with angular veloc- 
ity to = u) (t).    The Laplace transform method cannot be used in this case on account 
of the moving boundary.    We shall follow a procedure suggested by Roge     and Lee 
(49). 

Again, we shall consider an axially symmetric plane strain prob)-, m.     Let u be the 
radial displacement.    The radial, circumferential and axial strains are  : 

du 
dr 

u 
r 

(Eq.11-161) 

(Eq. 11-162) 

and   : 
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Fig. 11-9  Stresses in a reinforced incompressible Voigt cylinder  IT (t) 
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Fig. 11-10  Relaxation modulus in shear for polymethylmethacrylate at 
80°C (52). 
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e    -   0    . (Eq.11-163) 
7. 

The equation of equilibrium can be written as   . 

o-    *  4~ (r(J )  +PW2r2    , (Eq. 11-164) 

where p is the mass density of the viscoeiastic material. 

For purposes of mathematical convenience and due to the lack of contrary experi- 
mental evidence for most viscoeiastic materials, the material here is assumed to 
be elastic in dilatation with bulk modulus K.    The influence of viscoeiastic com- 
pressibility is discussed in (50). From Eqs. 11-8, 11-161, 11-162 and 11-163, we 
have  r 

<7r + <78   +(7Z   =  3K(er  + ed +e2) =  3 K^|H + Hj     f (Eq. 11-165) 

uo  -<*■  =2/^ G(t-r) |-   fo,  -er)dr=2 /l   Oft-r)^ g - |H) dr, 

(Eq.11-166) 

a9 - az   =   2 /    G(t - r)i-  (ee -£z)dr = 2/    G(t - r)A (H\   dr   . 

The internal pressure is prescribed as 7r(t) at r = a (t), i. e., 

ar [a(t), tl =  - *(t)     . 

On the surface of the elastic casing, the boundary condition is 

crr (b, t) = - Bc6 (b, t) , 

where  : 

1     b   il^ 
B       h £,, 

(Eq.11-67) 

(Eq.11-168) 

(Eq. 11-169) 

(Eq. 11-170) 

From Eqs. 11-161, 11-162, 11-164 and 11-166, we have  : 

t r)2ef 

+  p r ̂  w2  = - 2r /    G (t - r) . ^ dr 
-oo 

By integrating once  with respect to r, we get  : 

- 00 

uT    =   - i p r2u>2   -   2 /    G(t - r )   -~ dr  + f(t) . 

(Eq.11-171) 

(Eq.11-172) 

Wf    ' "<11 assume that the internal pressure and angular velocity are applied at t = 0. 
Fq      on 11-172 can be written as   : 

o_  = f(t; - \ p r2o,2 - 2G(0:   e + 2/   G()   _- G (t -  r ) dr . (Eq. 11-173) 
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Setting r = b in Eq. 11-173 and using the boundary condition given in Eq. 11-169, we 
get   : 

Or    (b,   t)-   *    /^(b,   r)£   J3(t-T)dT = -^   [^pb2W2(t)-f(t)]     , 

° (Eq. 11-174) 

where   : 

"      =  20(0*-  B • (Eq.U-175) 

Equation 11-174 is an integral equation for o>(b, t).    In order to determine the 
function f (t), an additional equation is required. 

Eliminating o0 , o? and u from Eqs. 11-162, 11-165,  11-166 and 11-167, we have   : 

3°r   -   T-   TF   <r2€") + z/cCt-r)^:   (e0+2r-^ )dr.  (Eq. 11-176) 
-co 

The integral term in Eq. 11-176 can be eliminated from Eqs. 11-172 and 11-17.; the 
result is   : 

0(r, t)  = lf(t)  - |pr2w2  + |E   _L (r2€e)  , (Eq. 11-177) 

where  : 

fiOvt)  = p ^r   (r2ar). (Eq. 11-178) 

Also, from Eqs. 11-171 and 11-172, we have  : 

B(r, t)  = 2f(t)  -   2pp2Wa   -  |   /  G(t - r)-^^ (r2ec ) dr  .(Eq.11-179) 

From Eqs. 11-177 and 11-179, the term — (r2ee ) can be eliminated.    We obtain : 

A + -4-   /     G(t- r)|^dr= 2f(t)- 2pr2a»2 + TL /   G(t-r) 
3K     -oo 3r JK    -co 

x JL (2f - 5p r2w2)dr    . (E]. 11-180) 

If we define an R-function by the integral equation : 

R (t)  +  ~A  f   G (t - r)-^^    dr = 2G(t) , (Eq. 11-1111) 
JK       _oo 9   T 

Then Eq. 11-180 can be reduced to   : 

0(r, t)= 2 f (t) - 2pr2a,2 (t) + ^ /    R (t . T)^ [^ p r2(l>2 (T) . f(T)] d7 , 

(Eq. 11-182) 

or   : 
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Ofct).   [2-if*]   f(t)-  pr2w2(t) [2--^] 

(Eq. 11-183) 

Integrating Eq. 11-183 with respect to r from r = a(t) to r and using Eq. 11-68,   we 
have  : 

r*oT (r, t)  = \ [r* - a* (t)|   ^2 - 5gijf (t) + ± / f(r)£ R (t - r)dr] 

-«[r-.<Wl[(»-^)«M)*i/W)iR*-r)dr] 

-a2(t)r(t). (Eq. 11-184) 
At r = b , 

t>2<7r(b, t) = A [b* - •*»] [(2 - ^) f(t) + 4 /  f'T»|F R(t " T> dTj 

[H-.«»l[(l-|$) .«»-^/'««M&R* - r)dr] P 
4 

- a2 (t) v ((). (Eq. 11-185) 

Equations 11-174 and 11-185 constitute a pair of integral equations for ar (b; t) and 
f (t).    If the solution of f (t) is obtained, aT (r, t) and 0(r, t) can then be determined 
from Eqs. 11-184 and 11-183 respectively and a0 (r, t) can be calculated from the 
equation  : 

a0  (r, t) =   fl(r, t) - aT (r, O + pr*«* (t) . 

Let us introduce the following dimensionless quantities  : 

(Eq. 11-186) 

<Jr (b, t) 
t° = t/tof a°(t°)=-^- , f°(t°) = i|i, B°= B/E, G°(t°) = G(t) 

RT)^, «°(t°) =  Ph\"2{t)-, a°(t0) = i^-and^(t°) = ^, E IE b2 

where t0 is the total time of ablation and E is the initial value of the elastic modulus 
of the viscoelastic material.    Equation 11-176 and 11-185 can be rewritten as  : 

t° 
a°(t0)=2/x  f ff0(T)f  G°(t°-r}dr  + MB°[2u>0(t°) - f°(t°)| (Eq. 11-187) 

0 dT 

and   : 

t° 
oü(t°) = 2L(t°)  /"    f°(r)^~R°(tu - r)dr+ H(t°) + I(t°) f°(t°) ,    (Eq.11-188) 

0 
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where  : 

L(t°)  = |  (1 -2*)  (1 .a°(t°)]     , 

- ^ r 3 ■ 2i/0 
H(t°)=-{l-[a0(t0)]3}    [2(1,yo)u>°n 

3(1-2*0)   ,f a 1 
* -  / cü°(T)iR°(t°-   r)drj   -  a° (t°) ,° (t°), 

1 E 
and H,   3 j (1 - "jir) *8 tne initial Poisson's ratio of the viscoelastic matei :il. 

Equations 11-187 and 11-188 can be solved by *he finite difference method (48). 

In the numerical calculation we shall use the shear modulus for polymethyl metha- 
crylate at 80°C, which is calculated from the measured tensile modulus in the 
functional form (52) (see appendix page 744). 

iog10E(t)  =  8.85- 1.5 erf [0.31 (log10t -3.6)]     , (Eq. 11-189) 

where E(t) is in dync/cm2, t is in hours and the value of v (0) is assumed to be 0.35. 
The shear relaxation curve is shown in Fig. 11-10.    The inner surface ablates acc- 
ording to the equation  : 

a ft)   ^ ao a(t'       T-r-TfT-ijr   * 
4 

where aQ = a (0) = * .    The total ablation time is taken as t0= 3.64 hours.    The in- 
ternal pressure is prescribed as  : 

t (t) = tc (l-e
_5t)   . 

The  spinning velocity is prescribed as  : 

w(t) = <4> U-e-5t), 

which is equivalent to 86 rps for the following data   : 

*o   =  2000 psi, E = 3.246 x 105 psi, p = 1 gm/c.c. and b = 30 cm. 

The radial and circumferential stress distributions at various times are shown in 
Fig. 11-11 and 11-12, where M = 13590 psi.    The three elastic casing constants 
considered here, B° = 1/3,  1, 2. 4 are chosen so as to indicate the effect of the 
different elastic materials and the different thickness ratios.     The three values 
may be considered to correspond to aluminum with b/h = 100, steel with b/h = 100, 
and steel with b/h = 40, respectively.     For B° = 1/3, the circumferential stress 
reaches the maximum value of approximately 3800 psi at t - 2. 2 hours.     This criti- 
cal tensile surface stress can be reduced by the use of stiffer casings.    However, 
it should be noted from Fig. 11-11 that the use of stiffer casing may bring about a 
larger radial stress at the interface and thus produce higher hoop stress in the 
casing. 
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Fig. 11-11  Histories of radial stress distribution for different elastic casings. 
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3.4.   Stress Analysis for Non-Isothermal Viscoelastic Cylinders 
• 

In the previous section, we have assumed that the temperature distribution in the 
viscoelastic cylinder is uniform and hence stress analysi3 can be carried out under 
isothermal conditions.    In reality, during burning, the temperature distribution is 
non-isothermal and the port temperature is found to be much higher than the casing 
temperatura. Since the viscoelastic properties are affected by temperature, the 
correspondence principle cannot be applied directly here.   We shall assume the 
viscoelastic material to be thermorheologically simple and analyze the stress 
distribution by using the reduced time variable. 

The stress displacement relations and the equation of equilibrium are the same as 
those stated in Section 3.3.    Equations 11-161 to 11-164 also hold in the present 
case.    However, the stress strain relations must be modified as follows  : 

°r + °e    ► °z   =   8K{*r + €e +** " 3<*[T(r, 0- T0]} , (Eq. 11-190) 

t 
ar-cb    =2/    G[?(r, t)-«(r, t^l-i-   (€1-69)dtlf (Eq.11-191) 

-a 

t 

3ti 

ae -ar = 2/     G[4(rf t)-{(r, tj]^-   (€6  -cjdti. (Eq.lil92) 
-00 1 

In the above equaujns, a is the coefficient of thermal expansion of the viscoelastic 
material, T(r   t) is the temperature distribution at time t, T0 - T(r, 0) is the init- 
ial temperature which is considered to be uniform and £ (r,t) is the reduced time 
variable as defined by Eq. 11-74.    We shall assume that the temperature change is 
sufficiently small so that a can be considered to be time independent. 

From Eqs. 11-161 to 11- 164 and 11-190 to 11-192 we can derive the following *wo 
equations after eliminating a0 , az, er, €e   and ez : 

*r-K{T7  + 7 - 3« [T(r, t) - t ]} 

-J  / <«*% t)-*<r, t,)]-^  (l|H -fj d tx = 0,    (Eq.11-193) 

*<>r 
+ po,2r+2/   G[*(r, t)-*<r, tx)]-£-    ^(HW-0. 

■* l \   / (Eq.11-1 (Eq. 11-194) 
The boundary condition at the inner surface of the cylinder is the same as Eq. 11-168 
and the boundary condition at the interface of the casing can be written as  : 

u(b, t)   =   -car   (b, t)   + d(t) (Eq. 11-195) 

1 - iv2 

h       ~^EC 

thermal expansion of the casing. 

b2     * ~ *c 
where c   - R—    —^    d (t) - a^b [T(b, t) - Tt>] and ac is the coefficient of 

The temperature along the ablating boundary is assumed to be constant and is den- 
oted by T .    The temperature field of the cylinder must satisfy the heat conduction 
equation: 
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a2T     l   rr _. i   <rr 
gr2   +    r      3 T   "    K     at (Eq. 11-196) 

where K is the thermal conductivity of the cylinder.    The boundary condition at the 
ablating surface is  : 

T [a (t), t] = Tx     , (Eq.11-197) 

and a radiation boundary condition must be prescribed at the Interface of the casing. 

Let us introduce the following dimensionless quantities  : 

V =K/E, x=r/b, Kb* = y, r = t/y, X (t)  , JÜg["«18 , 
3 aE (Tx - T0) 

c = »    -§- ( 1 - i/c
2), I(T) = a(t)/b, Krh-l %  O   (1, r), 

ff(T)= a«iR-T0>' G =2G/E>   e^T)-   T^To    ■ 

u (r   t) Or (r, t) a0 (r, t) 
v(x' T)s3abfrx-T0)'   a(x' T) =  SaE^-*«,)' s(x> T)

 
= 3«fi(Tl - TJ 

T (x, r)=T(r, t), ?(x, T) =   L 
dr, 

aT[T(x, i^)] <>'=£ o- 

Expressed in terms of these dimensionless quantities, Eqs. 11-164, 11-193, 11-194, 
11-168, 11-195,  11-196 and 11-197 can be rewritten as   : 

s= (xa)' + Xx2 (Eq.li 198) 

a -tjfv' + l  -e)-| /^GfrlCCx, r)-C(x, Ti)]} ±.  (V-^jdr^O 

(Eq.ll- 

+ Xx+/    G{y[C(x, r)-C(x, rj]}-!^    (|) ' dTx  = 0     (Eq.ll- 

(Eq.11-199) 

200) 

a[a(r), r]=-ir(T) 

v(l,  T)= -ca(l,  T) + d(T) 

and  : 

e' + - o' = e 
X 

e [a(r), r]  =   1 . 

(Eq.11-201) 

(Eq. 11-202) 

(Eq.11-203) 

(Eq.11-204) 

The discontinuity at r = 0 can be removed by integration by parts.    Equations 
11-199 and 11-200 can be written as : 

f n 
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.-,(•♦£- e)-Jc«(,,'. !)♦»/; ("-J)^ 

G{y[C (x, r)    ^ (x, Tj)]}   dr, = 0, (Eq.U-2C5) 

a' + Xx + G(0^-/^ J- G{y[C0t, T)-< (X, TX) ]} drx   =0 (Eq.il-206) 

These two linear first order integro-differential equations for a (x, r) and v(x, T ) 
associated with boundary conditions given in Eqs. 11-201 and 11-202 can be solved 
numerically by the finite difference method (48). 

For the given ablation conditions, it is too difficult to determine the temperature 
field analytically.    Here we shall use the approach as indicated in Ref. (51), to ob- 
tain the position of ablating boundary and temperature distribution approximately. 

Consider an infinite solid with a cylindrical hole of dimensionless radius a(0).   Let 
temperature on the cylindrical surface be prescribed as  : 

Ü 
8 [a(0), T]= V      ^72   . (Eq. 11-207) 

At infinity, the boundary condition is  : 

G' (oo, T) =   0  . (Eq. 11-208) 

By the Laplace transform method the solution Eqs. 11-203, 11-207 and 11-208 is  : 

eM)#jo   [0nr(1+£)(4^n,"ericiL^L] 

*,igiW?/?f>,-w.U'-r('*i) <^* 
x-Ko)    1 
2V7        J 

n+2        .     X - 
i      erfc 

+ . . . (Eq. 11-209) 
00 

where inerfc x = J     in"lerfc {d ^ and i°erfc x = erfc x.    For given values of an, 

0(x, T ) is calculated, and the location of the abiating boundary ä~(r) in found from 
Eq^ X1-204 numerically.    The values of an are chosen in such a way that the curve 
of a(r) coincides with the experimental result.    The ablation curve with a2 - 303 
and an - 0 for n / 2 is shown in Fig. 11-13, where   or(0) is taken as 2/3.    Ablation 
6tarts at T = 0.004, which is equivalent to 65 seconds for K = 8 cm2/hr and b = 6 cm. 
The total ablation time is TU   = 0.04 (648 seconds).    The temperature distributions 
at various times are shown in Fig. 11-14. 
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Fig. 11-13  Motion of ablating boundary. 
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Fig. 11-14   Temperature distribution at various times. 
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The numerical calculation can be carried out based on the experimental data of 
polymethyl methacrylate (52).    The relaxation shear modulus at 80°C is shown in 
Fig. 11-10.    The variation of the shift function aT(T) is obtained from Ref. (52) and 
is shown in Fig. 11-15.     For T; =0.111    [equivalent to v (0) = 0. 35], c = 3.0, «r/a = 

0.01, T0 = 80°C, Tl = i05°C,  i (T) - - \ —   e -2.5T/TA and x(r) = 0.0933 (1 - 
/ a 

e-5T/ra ^   the stresR distributions at r = 0.0064 and r = 0.0128 are shown in Figs. 
11-16 and 11-17 for both viscoelastic and elastic cases.     The temperature rise is 
localized in the region near the ablating boundary.    The thermal expansion in this 
region is resisted by the constraint of the outer portion of the cylinder.    Thus the 
circumferential stress due to thermal expansion is compressive near the port sur- 
face but tensile near the interface of the casinp.    Viscoelasticity has a marked in- 
fluence on the circumference stress in the heated region, in conformity with the 
marked influence of temperature on viscoelasticity through the scale of aT (T).   When 
the heated region spreads out at later time, localization of the viscoelastic influence 
will disappear.    Since the effect of viscoelasticity can decrease the mr~mitude of 
the critical stress, the design based on the elastic solution would be on the safe 
side.    The thermal stress is essentially caused by the temperature gradient.    In 
order to reduce the thermal stress, the thermal conductivity of the propellant grain 
and th*1 surface conductance on the interface of the casing must be as high as possi- 
ble. 

3.5.   Grain Slump due to Axial Acceleration 

One of the important considerations in the design of solid propellant rockets is the 
effect of axial acceleration.    For rockets under storage conditions, the grain is 
under 1 g gravitational body force and the critical strain occurs at long time.    But 
for rocket under launching conditions, we need to consider the short time solution 
due to the high body force imposed by acceleration. 

Here, let us consider a simple example of an axial inertia force.    The rocket is 
idealized as an encased, infinitely long, hollow cylinder.    We assume the ends of 
the cylinder to be unsupported, thus fret- from constraints of axial motion.    Due to 
the axial inertia loading p g n (t), the cylinder is under shear deformation with 
maximum shear strain on the interface of the casing.    If the acceleration is too 
high, the grain will separate from the casing.    This problem was considerec' by 
Lindsey and Williams (53). 

Using the axially symmetrical condition, we can write the equation of equilibrium in 
the axial direction (z direction) as  : 

\    Jp   Nrz) + Pgn(t)  =   0, (Eq. 11-210) 

the solution to which is orz is   : 

(Eq.11-211) 

where c(t) is an unknown function which can be determined by the boundary condiiion 
at the ablating boundary, 

aT7 [a   (t), t]   =   0      . (Eq. 11-212) 

By Eq. 11-212, Eq. 11-211 can   e rewritten as   ■ 
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Fig. 11-15  Temperature dependence of the shift factor for poly methylmetha cry late 
(32). 
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F'g.  H-17   Stress distribution in ablating cylinder at 7 =0. 012«. 
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uT, (r, t) = i pgn(t)   [**JL   -rl      . (Eq.11-213) 

The shear strain can be found from the following convolution integral  : 
*- 

CTl (r, t)= /     J(t-r) j-T   r     (T)dT, (Eq. 11-214) 
-00 

where J(t) is the shear modulus. 

The acceleration is here applied as a step function of time, i.e., 

n(t)   =  noH(t)     . (Eq. 11-215) 

Let an be the initial radius of the inner boundary, b the outside radius and tf the 
total burning time.    If the ablating ra'.c is constant, we ha, »   : 

a(t)  = a,  +   (b -a0) j-    =  a0   +  m t     , (Eq. 11-216) 

where m = (b - a0)/tf.    Substituting Eqs. 11-213, 11-215 and 11-216 into Eq. 11-214, 
we have  : 

(m/aj2 

■!OT',2'(t)}    , (Eq.U-217) (r/ao)ü    ' 
where  :• 

J(n + 1)(t) =   f   J{s)(v)^ andJ(o)(t) =  J(t)  . (Eq.11-218) 
0 

The critical strain occurs on the interface r = b, 

.    n       pgn"b     \»-l    j IM       2       /t\     J(l)(t) 

2(A-1)     /t_\2     Jfe)(t)   {      , (Eq. 11-219) 

where A = b/a0 is the port size factor. 

For incompressible materials, the shear compliance and tensile compliance are re- 
lated by   : 

J(0   =   3 F(t)      . (Eq. 11-220) 

Within a certain range of time, the tensile compliance of most propellants can be 
satisfactorily approximated by the following equation   : 

F*>   -   *■>(*-) ' (Eq. 11,221) 

v.here t/oT is the reduced time and k is a constant.    Therefore the critical shear 
strain can be written as   : 
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fu    n 3 K *2- i    r^     /     t     \ k      (, 1 2        /     t    \ 

2 A - 1 
|7l)lk + 2j   X ♦ 1 (t'f) (Eq.ll  L22) 

In the non-ablatior case, the wall strain, which is proportional to the total weight of 
fhn viscoelastic cylinder, increases with time as a result of the flow of material. 
When the vrscoelastic material is burned out, the total weight then decreases with 
time.    The wall strain reaches its maximum value at a critical time t = t* such 
that   : 

£* =tVtf=T(i—!} {[ (k-hl)2 + 2k(k rl)(\2. i)]1/2. 0,4-1)1   . 

(Eq. 11-223) 
The maximum strain is  : 

2 X - 1 
(k + l)(k 4 2)"    \ + ) **' (Eq.11-224) 

The interface shear strain history curves for a typical design configuration are 
shown in Fip. 11-18.    Maximum wall shear strain of approximately (t>z ) max -0.9 
occurs at t = 0.302tf. This critical strain is iiiiportart in the failure analysis 
of rocket design. 

3. S.   Viscoelastic Cylinder Reinforced by Elastic Wires (65) 

The strength of a solid propelimt rocket couid be increased by reinforcing the rock- 
et grain with metalic wires.     rhis :s done by winding sets of wires around a cylin- 
drical surface with identical ang'es to the axis of r"*3 cylinder, thereby forming a 
cylindrical net.    The grain is this composed of the viscoelastic material and sev- 
eral layers of such cylindrical nett. 

Consider a viscoelastic body consisting of sets of parallel wires running in different 
directiors.     The direction cosine of the mth set of wires is denoted by IjC11 /. 
These wires are set so closely together that we may assume the composite medium 
to be continuous and homogeneous.     The normal strain along the direction oi the 
mth set of wires is: 

= fp <■' (Eq. 11-225) 

We shall assume the wire to be completely flexible and elastic.    The stress in each 
wire is   : 

(m ) (IT. (m ) (rr. ) (m) (m ) 

q pq iEq.11-226) 

where Elm ) is the elastic modulus of the wire.     The total force in the wire in a unit 
area of the medium is  : 

a<")  =   n^)A(")a   (m)=   „(m)A
(n)E(m)c(m) 

(Eq.11-227) 

where n(m) is the number of wires per unit cross-sectional area and A(m ) is the 
cross-sectiona1 area of each wire.    The stresses in the viscoelastic material are 
given by Eq. 11-33.     The total stress is the sum of the stress in the viscoelastic 
material and the stress due to the force in the wire, i.e., 
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,.t                         a C1}(T)                       t                     dckk (r) 
on (t) - 2  I      p (t - r)      -T-~-  dr  + 6\. J     A (t - r)  -r—    dr 

-00 f7  ' M      -CO 

v    n(
m)A^)F(m)   ^n,)f   (">    f   (m)   P<m)   r    (t) (Eq. 11-228) 

m 

This equation shows that if the composite material is considered as a whole, it is 
no longer isotropic but is orthotropic, i.e., the coefficient cf epq (T) for - «?< r  ^ t 
in the expression of oi At) is the same as the coefficient of €i Jr)  in the expression 

°f v, <»■ 
The geometry of the reinforced cylinder is shown in Fig. 11-19.     Each layer of the 
reinforcing net is formed by two sets of parallel helical wires.    The equation of 
each wire in the layer with radius r is   : 

z=jM   rö   cotfl, (Eq. 11-229) 

where j is any integer, ö is the distance along the axial direction between two par- 
allel neighboring wires and a is the angle of the helix (Fig. 11  19). 

If we take an infinitesimal element from the cylindrical layer, the reinforcements 
in it can be considered as two parallel sets of wires.     For this element, we set the 
xx axis along the radial direction, the x2 axis along the circumferential direction and 

the x3 axis along the axial direction.     Then,   f [" '   - 0,   tfg     ' - sin a and f 3       = 
'■» * (m  ) 

cos a (m = 1, 2).     Put nv   ' = n (r) and A       = A (r).    The stress in the wire can be 
found from Eq.r-226 as   : 

(jR   = Et0   sin2 a (Eq. 11-230) 

The stress strain relations are found from Eq. 11-228   : 

„t                                           3€F(T)               t                rie„(r) 
or = J     [ \ (t - T) + 2ß (t - r)]     dr   - dr  + J   A (t - T) -j-  dr  , 

7 *„<r) Ä° (Eq. 11-231) 
a   -   /     [\ (t - 7-) + 2/i (t - r )| dr + ./     A (t - r) 

-oo '   T -00 
3€   (r) 

♦•        dr  + 0(r)eo     , (Eq.11-232) 

n r 

a, - /     A (t - 7) ,-V kr (r! + €„ (T) ! dr   4 /?(r) e(, cot^a, (Eq. 11-233) 
-CO ''  ' 

where we have assumed thai e7 = 0 and that /?{r) in Fqs. 11-232 and 11-233 is  : 

ß(v) - 2 n (r) A (r) E sin"«. (Eq. 11-234) 

Here the radial normal stress ar  is resisted entirely by yiscoelastic material.    The 
part of the circumferential normal stress resisted by the viscoeiastic material is 
given by the integral terms in Eq. 11-232, i.e., 

,t 3€„(T) A rVr(r) 
TQ   = j     [A (t _ r) + 2p (t - r )| —; dr * I      \ (\ - T) —----- dr , 

-CO r'   r -00 f1    r 

(Eq.ll  235) 

The strain displacement relations are given by Eqs. 11-161 and 11-162.     From these 
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equations a compatibility equation can be obtained : 

*r      =  -^T   <re0 ) • (Eq. 11-236) 

The equation of equilibrium remains identical with Eq. 11-164» 

Substituting Eq. 11-238 into Eqs. 11-231 and 11-232 and expressing these in terms 
of relaxation moduli G and K, we obtain  : 

3o>   =   2 /    [3 K(t - T) + G(t - T)] — dr + r /    [3 K(t - T) 
-co ö T '-co 

32<re(r) 
+ 4G(t*T,1ärT7   dT  ' (Eq. 11-237) 

rt                                         d€e <
T) rt 

3(r0=2/    [3K(t- T) + G(t- r)]-^ dr + r /    f3K(t - T) - 2G(t - r) ] 
-co d T -co 

a2€0 (T) 
y-p-g-p   dr     f3Mr)efl   . (Eq. 11-238) 

From Eqs. 11-164 and 11-238, we can eliminate a0 and have  : 

3ar A 32ee(r) ed 
  +2   J    G(t - T) dr - ß (r) + pw2 r = 0 . (Eq. 11-239) 
dr -co 3r3r r 

From Eqs. 11-235, 11-237 and 11-238, it can be shown that  : 

ft dTQ(r) t 

J     [3K(t-r)+4G(t-T)1 dr = /   [3K(t- r) - 2G(t - r) 1 
-co g   7 -co 

dcrr(T) t 3€e(T) 
dr   +4/    S(t- T)       5 -    dr  , (Eq. 11-240) 

d T "'-CO    * ' 9   T 

where  : 

r 

S(t) =   /     G(t- T)A[3K(T)  +  G(r)]dT (Eq. 11-241) 
-CO 0T 

When there is a discontinuity in /3(r), the quantities ar and<rö nevertheless remain 
continuous and T(, „ould also be continuous from Eq. 11-24. However, a discontin- 
uity may occur in a0 . 

The boundary conditions of this problem are the same as Eqs. 11-168 and 11-169. 
Equations 11-237, 11-239, 11-168 and 11-169 constitute a boundary value problem 
which can be solved numerically by the finite difference method.    In the numerical 
calculation, the bulk modulus K(t) is assumed to be elastic and equal to K and the 
tensile relaxation modulus is given by Eq. 11-189.    The shear relaxation modulus 
G(t) is calculated by assuming that i/(0) = 1/3 and solving a Volterra integral equa- 
tion numerically.    The computations were carried out for « = 0, B = K.   s (t) = 
PoH(t).   a(t) = b (0.5 +vt)and ß(r) - 0,_[1 - H (r - 0.75b)] + ßtf. (r - 0.75b). 
Stresste are directly proportional to the magnitude of the internal pressure.    The 
port stresses in the non-ablating cylinder (v = 0) are plotted against time in Fig. 
11-20.    As time goes on, the tension in the wires increases gradually while the 
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circumferential stress resisted by the viscoelastic material decreases.    The crit- 
ical circumferential stress in the viscoelastic material occurs immediately after 
the application of internal pressure.    The circumferential stress in the unrein- 
forced cylinder is shown by the line ßx = ß2 = 0.    A reduction of approximately 
50% of the critical tensile sti   ss is found as the result of utilizing reinforcements 
0, = ß2 - 1.0.    Stress distributions in the ablating cylinder at t = 0 and t = 2 hrs. 
a* e shown in Figs. 11-21 and 11-22.    The critical tension in the wire occurs on the 
port surface and has a maximum at t = 0.    Its value changes slightly during ablat- 
ion.    Since the radial stress or and circumferential stress r0   in the viscoelastic 
material have the same characteristics as those discussed in Section 3.3, we shall 
omit further discussions here. 

4.   Failure and Failure Criteria for Solid Pror ellant Rockets 

4.1.   Preliminary Remarks 

The problem of determining whether specified forces or deformations will produce 
deterioration of a solid propellant grain is complex and has not yet received a sat- 
isfactory solution.    Grain deterioration can result in motor failure through the 
formation of fissures in the propellant which by rapidly increasing the exposed sur- 
face area, produce an increase in the rate of production of burned gases and hence 
in the chamber pressure.    It is therefore important from a practical viewpoint to 
make certain that grain failure does not occur, so that the anticipated motor per- 
formance will be realized. 

The first difficulty that one encounters in attempting to evaluate the quality of a 
grain arises from using test results, obtained with a propellant sample for ascert- 
aining conditions under which the grain will rupture in a motor.    Samples are 
generally subjected to uniaxial forces at constant strain rates, while the grain in a 
motor is subjected to multiaxial forces and to time-dependent deformations.    App- 
lication of test results to real motors therefore involves a number of uncertainties. 

The second difficulty in failure analysis stems from the large number of parameters 
that affect failure.    One must take into consideration the entire history of the grain 
from fabrication to combustion.    Stresses and strains can develop slowly or rapid- 
ly, at the time of manufacture, during storage of the grain or during combustion. 
The environmental temperature and composition during manufacture are of parti- 
cular importance.    The storage time and storage conditions are relevant because 
slow chemical transformations can modify mechanical properties during storage; 
one should remember that the mechanism of formation of fissures originates at the 
molecular scale.    Finally, during firing and particularly during ignition, the grain 
is subjected to large forces that vary rapidly with time.    Criteria for grain select- 
ion cannot properly utilize all of these parameters and must therefore be imperfect. 
A collection of relevant parameters has been given by Majerus (68). 

A third difficulty concerns conditions under which the grain is used and methods by 
which the grain is supported.    It is not sufficient to consider the grain by itself, 
since conditions for grain failure vary with the nature of the motor case and with 
the technological methods used in motor construction.    For example, metalic 
cases and fiberglas cases produce different failure conditions for a given grain; 
for given applied forces, grain deformations will be appreciably larger inside 
fiberglas cases than inside metal cases.    Failure analyses must consider the com- 
plete motor and must take into account the degree of adherence of the grain to the 
liner and of the liner to the case.    Related to the fact that one must treat the en- 
tire motor is the observation that the size of the system can play an important role 
in grain failure;   failure problems are quite different for motors v;ith thrusts of a 
few tons than for motors with thrusts of a few thousand tons.    The acceleration of 
the motor also affects rupture conditions for the grain. 
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A final difficulty pertains to the mathematical analysis of the failure phenomenon. 
Rigorous mathematical analyses cannot be carried out be^    se the multiplicity of 
possible choices of rupture criteria precludes precise dett.. lination of failure.   It 
is necessary to use empirical techniques in practice. 

Before proceeding with a discussion of these basic difficulties that arise in the pro- 
blem of formulating specific fracture criteria, we shall present a simplified des- 
cription of the mechanism of crick formation and crack propagation, in an effort to 
provide the reader with a rudimentary physical understanding of grain fracture. 
This problem has been discussed in greater detail by Williams (69). 

4.2.   Formation and Propagation of Cracks 

The simplest model that one can examine for investigating crack formation and pro- 
pagation is a sheet of thickness h containing a cut of length 2b, as illustrated in Fig. 
11-23.    The sheet is subjected, at an infinite distance from the crack, to a tensile 
stress oo perpendicular to the cut.    Under the influence of this stress, a crack 
forms at point A provided that a0 > oCT, where the critical stress oCT , defined by 
Griffith (70), is given by the formula : 

acr   =   (AET/vTb)1/2 (Eq. 11-242) 

Here E is Young's modulus and T is the surface free energy or surface tension de- 
fined as  : 

T= - 3 V/3 A  , (Eq. 11-243) 

where V is the elastic energy stored in the sheet and the surface area of the cut is 
A = 2bh. The values of E and T depend only on the material of which the sheet is 
composed; the material property T varies from 1.8 x lO-* l:g/cm for glass to 18 
kg/cm for rubber materials. 

The value of aCT can be investigated in a simplified manner by assuming that the 
potential energy V is composed of two parts, the strain energy and the work of sur- 
face stresses, viz., 

V   =   t (2b)2 (70h/4E   -   2 AT     . (F  .11-244) 

The limiting condition for a crack to begin to form can then be defined by the neutral 
stability requirement   : 

[3V/3(2b)]cr   =   0  , (Eq. 11-245) 

which leads immediately to o0 = ocr, where crcr is given by Eq. 11-242. 

Under the assumption of small deformations, the elastic solution for the distr bution 
of stresses along a line containing the crack, is  given by (69)  : 

ax (x, 0) = ay (x, 0) - a0 = a() bV^/x^l^ [x * y/ X2 - b* ]}   , (Eq. 11-246) 

where x is the coordinate parallel to the cut, y is the coordinate normal to the cut, 
the origin of coordinates is located at the centt   of the cut,   ax is the x component 
of the stress and a   is the y component of the stress.    Near the edge of the cut, 
where e = x - b is small compared with b, one finds from an expansion of Eq. 11- 
246 that   : 
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ffx = <Jo/y/ 2e/b + . . . , (Eq. 11-247) 

which is plotted in Fig. 11-23.    It is evident that near e = 0 the elastic solution is 
invalid and a plastic flow regime occurs, in which the value of o is approximately 
constant over a distance Ö .    This terminology is highly qualitative because solid 
propellants do not conform to the assumptions of perfect plasticity. 

In order to determine the velocity of propagation of the crack in a first rough appro- 
ximation, one can estimate the constant value of J in the region e< Ö, by equating 
the areas Ai and A2 shown in Fig. 11-24.    Although this approximation produces a 
discontinuity in a at e =0 , it nevertheless possesses the desirable feature of pre- 
serving over-all force balance, since the total force is n fodx.    We then divide the 
material into elements of equal lengths 5, identified by the index n.    We assume 
that the crack jumps from the first to the second element when the one-dimensional 
strain in the first element exceeds a critical value e * . 

From Eq. 11-246, the stress components in each element n are related by the equa- 
tion   : 

%(i)=V(i)^o   . (Eq. 11-248) 

where the superscript (m) is intended to denote that the time is such that the element 
m - 1 has parted but the element m has not.    In view of Eq. 11-246, the equality of 
the areas Ax and A 2 leads to the approximate expression  : 

a«y 
(-) = 2a0/vr2ö/(b+ mö)    . (Eq. 11-249) 

To relate the strain e to the stresses given above, we may adopt a Voigt model, in 
which the modulus E is modified according to the relationship  : 

E- Ey    (T ~  +  1)     , (Eq. 11-250) 

where Ev is the modulus of the spring in parallel with the dashpot of viscosity i) and 
where r = n/Ey is the retardation time. Inserting Eq. 11-250 into the elastic form- 
ula  : 

ey = (l/E)((Jy  -\ox) (Eq, 11-251) 

(which is applicable for an incompressible medium with Poisson's ratio equal to 
1/2), we obtain (after eliminating ox by use of Eq. 11-248) the differential equation  : 

r d eny (" Vdt + eny (m ) = <cr0 /2r:v) Ky 
(* ]/aQ + 11  , (Eq. 11-252) 

where the indices on e have the same meaning as those on cr. 

Let the stress be applied at time t = 0 and let the first element break at time t = t0. 
Then, solving Eq. 11-252 for the first element during this first time interval, we 
obtain  : 

e*   = *Oe 

uu 

(0)    (l-e"t</T ) (Eq. 11-253) 

where e0e (°) is the long-time equilibrium strain that would develop in element 0, if 
the element did not break.    It can be seen from Eq. 11-252 that   : 
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*0e(0)= K   /2Ev)[a0y
(o)/a0    1] 

= (oo /Ev) [l//2«7b + 1/2 + (1/8) /2ö7b  + . . . ] 
(Eq. 11-254) 

in which the second equality follows from Eq„ 11-249.    When ö/b <<1, we then 
have from Eqs.11-253 and 11 254 , 

1,,/T = - In [1 - (e* /2ö7b )/(ao/Ev )] . (F-«. 11-255) 

By similar manipulations for element 1, applied to the time interval [0, t0] and also 
to the time interval [t0, tjj, where tL is the time at which element 1 breaks, one 
obtains   : 

,'rl     -Vo>A („   f.       -(VV/'l .«." [...-*" + € lt> [■ J    ' 
(Eq.11-256) 

whence 

(t!-to)/T= ln<  1 ^'[l-€|a
(0)/cJ°>J   /[.le

(l>   -c   ]J(Eq.ll-257) 

If T»I,1 - tQ, this formula yields   : 

h -*o 

*u "TO 

2r, 

1 - 
€J»1 £V^(2-/1) 

-Oe 
Cf0/Ev 

,   (Eq. 11-258) 

in which relationships for e0t> (-) and €le (r) have been employed.    The velocity of 
propagation of the crack, in the time interval [t0, tjj, is therefore given by  : 

v1=ö/(t1-t0)«(a0/Ey)Vrbö/  [re*   2(vT-l)l  . (Eq.11-259) 

Equation 11-259 enables us to see what parameters affect the initial velocity of 
propagation of the crack.    From a practical viewpoint, cracks that are formed dur- 
ing motor ignition will be of importance, only if their propagation velocity exceeds 
the normal regression rate r of the propellant.    In a representative example (5 ~ 
10"3 cm, b~ 0. 5 cm, <j   ~14 kg/cm2), the propagation velocity vt is of the ordei jf 
5 x 10*2 cm/sec, which is in fact less than representative values of r.    Thus, 
cracks formed during ignition might not be as important as cracks formed daring 
manufacture or storage. 

Generalizations of the equations derived here have been given by Williams 059), who 
shows that the propagation velocity at later times (viz., when the crack has pro- 
gressed to the m-th element), is given by the relationship   : 

v 

2V~2 

o0/E 

c 

1   5 
*"~   r 

m5 
b i1 + -T) (Eq. 11-260) 

which is valid for m >4.     Letting £  = mö become a continuous distance variable for 
large values of rn, one finds that Eq. 11 -260 becomes   : 

v = d£ /«it 
%/Ev    b 

2^2 vi "(■•») (Eq.11-261) 
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for £ 5 4 s. Thus, v is proportional to V£7b for 4fi /b ^ £ ,b«l and v is proport- 
ional to £/b for % /b»l. Many further details on crack formation and propaga- 
tion may be found in Ref. (69). 

Although highly simplified, the analysis presented here serves to reveal the prin- 
cipal parameters on which crack formation and propagation depend. 

4.3.   Ue'inition oi Failure Criteria 

IT order to establish rules for grain acceptability, it is necessary to specify load 
conditions that grains i.iust be able to meet.     Such conditions might be stated in 
terms of the maximum stress or strain, the maximum principal stress or strain 
difference, the maximum total strain energy, the maximum distortional strain en- 
ergy or the maximum conserved distortional strain energy, which the grain must 
be able to withstand without experiencing fracture.    In practice one generally 
specifies a critical strain of some sort, as defined below.     Such a specification con- 
stitutes an approximate, empirical criterion for grain failure. 

a) Empirical Criteria   -  Since a failure criterion that is known in advance to be 
applicable to both propelJant samples and complete grains cannot be given, it is nec- 
essary to investigate ways for applying sample-test results to motor configurations. 
Consider the typical stress-strain curve for a propellant sample under imiaxial 
forces, shown in Fig. 11-25.     Three different characteristic strains can be identif- 
ied from this curve.     The rupture strain is eb , the strain at maximum stress is 
em   and the strain for extrapolation of th^ linear part of the carve to maximum 
stress is c,   = c^   /E.     Milloway and Weigand (71) suggested that for application of 
sample tests to failure criteria of grains in motors, it should be assumed that 
failure occurs when the strain of the grain in the motor iseM    - eb /S.     Landel (72) 
suggested that motor-grain strains of either eL   or ec =  2/3 €„,    : hoe Id be assumed 
to correspond to failure.    Of these three criteria, eL   is usually the most conser- 
vative,    A schematic comparison of the three criteria is shown in Fig. 11-25, and 
sample data for various propellants are plotted in Fig. 11-26, from which it may be 
noted that usually eM   «* eL and e,   >eL.    Scatter in data obtained with samples is 
typically greater for eM   than fc     c , as can be seen from Fig. ll-2b.    However, 
the degree of scatter depends greatly on the mature of the propellant.    There exists 
no unambiguous statistical justification for s< lecting one criterion over another. 

Having obtained values of cL ,   ec  and eM   I ora sample tests, one should compare 
the results with experimental observation   on motor failure.     Experimental results 
reported by Majerus,  i   al.  (73), in which stra'"^ eR  were measured in small rock- 
et motors at the instant of grain failure, show that the value of the ratio eR /eL 

depends appreciaoly on the temperature TG  of the grain.     The quantity e^   was found 
to decrease linearly with TG as TCi  increased, while eL tends to increase as the 
sample temperature increases.     The ratio ^ / eL is less than unity only for grain 
temperatures above 0°C.    This observation might help to explain instances of motor 
failure that have occurred at grain temperatures below -30° C.     A statistical analy- 
sis of motor firing results has been made (73) and motor failure was found to begin 
to occur only for €R /cL   ^ i) 8.    One of the more obvious effects that might cause 
this result is the fact thaf 'he sa  tples are tested under uniaxial forces while the 
grain in the motor is subjected to a biaxial stress field.     Statistical approaches arc 
always needed in evaluating mot >r failures (73). 

b) Cumulative Damage   -   It ha   been observed that failure conditions for a propell- 
ant depend on its stress history,  in addition to its instantaneous strain;   results of 
failure tests are affected by the rates at which forces are applied      This phenomen- 
on, first found in metals, is a form of fatigue.     It is related to long-term, micros- 
copic changes in the structure of the material.     A method of accounting for these 
cumulative damage effects in failure analysis of metals was proposed by Miner (74), 
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who made a detailed stuuy cf cumulative damage in aluminum.     With some modifi- 
cations, Miner's technique can be applied to propellar.ts and to liners. 

Miner proposed Uvii damage accumulates linearly, in the sense that failure occurs 
when   : 

M 

2^      VNFi)   =   1      , 
i=l 

(Eq. 11-262) 

where Nj is the number of cycles that the sample experiences at the i-th stress 
level. NFi is the number of cycles at the i-th stress level required for failure and 
M is the number of different stress levels to which the sample is subjected.    The 
experimental observation that large and small stresses require differed weightings 
in calculations of failure caused by cumulative damage, has been introduced form- 
ally by replacing Eq. 11-262 by the failure condition   : 

M 

£   (Ni/NFi)n =   1 (Eq.11-263) 

i=l 

in which the exponent nidepends on the magnitude jf the i-th stress level a±.    In 
Eq. 11-263, nL is empirically greater than unity for weak stresses and less than 
unity for strong stresses.    This result has been further modified by Williams (2), 
through the introduction of times in place of numbers of cycles.    If tA denotes the 
time over which the sample is held at the strain rate k± ^nd tFi denotes the time to 
failure at the strain rate k if then the failure criterion of Williams (2) is   : 

M 

£ MFi)
r 

= 1 (Eq.11-264) 

i=l 

where the exponent ni is permitted to deoend on the value ofki and M is nou the 
number of different strain rates.    The total time to failure,  in this formulation, is: 

M 

i-l 

(Eq.11-265) 

If nl - 1, the Williams formulation can readily be extended to continuously varying 
strain rates through replacement of Eq. 11-264 by   : 

t* 

I dt(€)   = i   , 

tF (e ) 

(Eq. 11-266) 

in which the meanings of the symbols should be obvious. 

To illustrate the application of Eq. 11-266 to viscoelastic materials, we may intro- 
duce a Voigt model such that   : 

/i        't/r \ e   - e0 (1 - e )   . (Eq.11-267) 
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Then   : 

-t/r €  =€0 e ,      . (Eq. 11-268) 

where fc0 
S
€0/T and if we assume that   : 

t    « e*/e (Eq. 11-269) 
r 

with a constant ultimate strain €*, then we find by substitution into Eq. 11-266 that : 

1 

€(t*) 

/ TFTFT   (ar)*--T-     [***)-'oJ.     (Eq.H-270) 

which in view of Eq. li-268 yields   : 

t*   = - T In (l-€*/Tfen). (Eq. 11-271) 

Equation 11-271 giv." the failure time in terms of the initial strain rate, the fracture 
strain and the relaxation time. 

Measurements have been made on failure behavior of composite propellants that 
were subjected to various loading histories (75).    In particular,   multistep loadings 
such as those illustrated at the top of Fig. 11-27, were employed.    For each of the 
steps Must,   ted in Fig. 11-27, the exposure time was a specified fraction of the 
failure time at constant Leading for the applied stress.    The fractions are given at 
the top of Fig. 11-27 and the failure time at constant loading is shown as a function of 
stress at the bottcm of Fig. 11-27.    The failure time of course increases as the 
loading decreases. 

Equation 11-262 for cumulative damage, implies that the failure time does not dep- 
end on the order in which the different stresses are applied.    Hence, for example, 
failure in Case I of Fig. 11-27 should occur in the same time as 'allure in Case 2 of 
Fig. 11-27.     The experiments with propellants do not support      - result (73),  (75); 
the experimental failure times depend m the order in which th.   ...ress magnitudes 
are applied.    This shows that it is necessary to use formulas such as Eq. 11-263 or 
Eq. 11-264 for correlating experimental results on cumulative damage of composite 
solid propellants.    The failure mechanism involves the formation of flaws through 

itachment of the binder from the perchlorate crystals.    This in turn, leads to the 
formation and propagation of cracks through the coalescence and growth of these 
flaws.    At stress levels of 40 psi, for example, very few flaws are formed and 
when the stress is increased to 60 psi the material has very little memory of the 
fact that it had been subjected earlier to 40 psi.    On the other hand,   at 60 psi many 
flaws are produced and when the stress is then reduced to 40 psi the material is 
much more prone to failure;   the earlier exposure to the higher stress has apprec- 
iably changed the mechanical properties of the propellant.     These interpretations 
are supported by microcinematography.     It is clear from the interpretations that 
mechanical properties of the grain are affected not only by the strength of the bind- 
er but also by the degree to which the binder can adhere to the oxidizer or metallic 
additives.     Corresponding adherence properties of liner materials are obviously 
relevant to cumulative damage of assembled motors. 

c)  Other Criteria   -   The maximum stress or strain at any given point in the grain 
is the largest of the three principal stresses or strains (alr   a2,  o3.  cll  c2,   £;»)• 
Failure criteria could be specified in terms of maximum allowable stress or strain. 
Von Mises proposed an alternative failure ci he: on, based on a maximum allowable 
mean value of the principal stress difference fc>r the mean deviatoric stress)defined 

I 
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as   : 
1/2 

o0 = [(o,  - a2)
2 + (a2 - a3)2 + (a3 - a,)» ]        / /2    . (Eq.H-272) 

An analogous quantity may be defined for strain, such as   : 

1/2      / 
€0= T(cr - €tf)3 + fe0 - £,)* + fc, - €r)2  1 /  /2 (1 + i/)       (Eq. 11-273) 

for a tubular grain or a cylinder subjected to uniaxial tension.    A maximum value of 
c0 might be assumed to con ?spond to failure.    If ez = 0 and er = e0 , then Eq. 11- 
273 reduces simply to  : 

e()= e0/(l + i/)= (2/3/3)cF = I.15t> (Eq. 11-274) 

when i/ = 1/2, where c,.   is the maximum permissible strain in pure shear  (e.g., at 
a star point in a grain with a star-shaped port) which is seen to be 85% of the yield 
strain measured in uniaxial tension. 

One can also discuss failure in terms of a critical strain energy criterion, such as : 

vdii -   2 Wdil =  i ae , (Eq. 11-275) 

where  : 

a   -  (oi i a2 + <J3)/3   , €   =   fei+€2   + e3)   . (Eq. 11-276) 

There is fragmentary experimental evidence supporting the contention that critical 
strain energies are useful in formulating failure criteria for viscoelastic materials. 

There are many other criteria of the type mentioned here which, although ignoring 
cumulative damage and time-dependent behavior, are nevertheless potentially cap- 
able in principle of providing appreciable improvements over the empirical failure 
criteria currently in use. 

4.4.   Conclusion 

Although much progress has been made in applying the results of failure tests on 
propellant samples to the formulation of practical failure criteria for motors, many 
uncertainties still remain.     Failure criteria currently in use do not account either 
for effects of motor geometry and propellant support or for changes in propellant 
propertie. brought about by the stress, strain, temperature and environmental his- 
tory, to which the propellant may be subjected.    Experimental attempts to improve 
this state of affairs must necessarily involve lengthy and costly studies for the acc- 
umulation   of statistically significant data.    We may recommend that the reader 
who is interested in following the future developments in this field should consult 
continuing publications of Solid Rocket Structural Integrity Abstracts (76), 

Appendix 

Our choice of polymethylmethacrylate as a representative viscoelastic material re- 
quires comment, particularly since it is used not only in section 3.3 bt. also 
in Sections 3.4 and 3.6, e.g., for all of the representative results shown in Figs. 
11-10 through 11-22.    This material was selected because, in comparison to repre- 
sentative propellants, its vise oelastic properties are known extremely well.    Thus, 
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the relaxation curve shown in Fig. 11-10 extends over nine orders of magnitude in 
time, while corresponding results for <^'" j propellants are available only over 
three or four orders of magnltuur     All of the significant structural features of the 
curve in Fig. 11-10 -v    nearly evident.    On the other hand, essential structures of 
solid-propellant relaxation curves for short times are not currently available be- 
cause of experimental difficulties in making measurements at the very small time 
scales (roughly 1Q~3 times those of polymethylmethacrylate) that are of importance 
in solid-propellant viscoelastic behavior.    For example, although the reduced time 
in Fig. 11-5 extenis over 15 orders of magnitude, nevertheless Fig. 11 -ft was con- 
structed from sets of data for different temperatures, each of which extended only 
over three orders of magnitude in time (1 sec to 103 sec).    It would be quite ques- 
tionab1^ to use Fig. 11-5 for real times less than 1 sec.    The absence of essential 
data on solid propellants therefore motivates the selection of polymethylmethacry- 
late. 

Some consequences of the choice of polymethylmethacrylate should be explained 
here, in order to prevent confusion in some of the discussions.   Since the 
'relaxation time' for polymethylmethacrylate to tne extent that such a quantity can 
be defined, is roughly two or three orders of magnitude greater than thri of a 
typical propellant, the time scales over which calculations should be maie to obtain 
comparable viscoelastic behavior, are roughly 102 to 103 times greater 'cr poly- 
methylmethacrylate than for representative propellants.    Therefore, in the figures 
and discussions, burning or ablation times of the order of hours appear.   These 
long times do not imply irrelevance of the analysis to realistic combustion condit- 
ions of solid propellant rockets;   on the contrary, they are necessary because of the 
choice of polymethylmethacrylate, for producing viscoelastic behavior that is rep- 
resentative of what a real solid propellant would experience over a realistic burning 
time.    Of course, the dimensional numerical results cannot be applied directly to 
solid propellants.    Our aim here is to develop an understanding of the phenomena 
and techniques, not to make calculations for specific solid propellants.    Indeed, 
accurate calculations for specific propellants are not possible at present because of 
the lack of important data on the relaxation modulus. 
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12 

The Future of Solid Propellant Rocketry 

1. Introduction 

The current value of solid propellant rockets is uncontested.    There are numerous 
mission categories ranging from a host of tactical military missiles, to small upper 
stage and space vehicle propulsion systems, to large boosters, in which solid prop- 
ellant motors are clearly superior to any of their current rivals.    Our aim in this 
chapter is to attempt to predict whether these advantages will be maintained and 
whether solid propellants will emerge as the optimum power sources in new areas 
of application.    This task is obviously very difficult, as there are alway s uncert- 
ainties associated with attempts to predict the future.    Realizing that in many in- 
stances history may prove us to be wrong, we nevertheless offer here our views on 
the future of solid propellant rocketry. 

The future standing of solid propellant rockets in the field of propulsion will depend 
in large measure on improvements in solid propellant rocketry.    There are many 
prospects for enhancing the utility of solid propellant systems.    Realization of en- 
hancement is subject to progress in many areas of research and development.    To 
provide the basis for discussing future uses of solir1 propellant rockets, it is nec- 
essary for us to summarize the possibilities for new research and technological 
advances.    Summaries are presented in the next four sections, where we discuss 
various details of:  newly emerging propellantc   potential acVances in fundamental 
research on the combustion of new propellants, new ideas on unsteady processes 
such as ignition and combustion instability and technological developments of im- 
proved flexibility am' control capabilities of s lid propellant systems.    Future uses 
of solid propellant rockets which may result from this work, are considered in the 
final section of the chapter. 

2. Future of Propellants 

The orientation of research into new solid propellant formulations is governed by 
three different kinds of measures of the propellant quality, viz.,  (a) energetic qual- 
ities, such as the specific impulse and the volumetric specific impulse, which are 
related to the heat released by combustion and to the transformation of this thermal 
energy into kinetic energy within the nozzle,  (b) kinetic qualities, such as the barn- 
ing rate, the ignition delay and the burning time, which depend on combustion pheno- 
mena and influence both steady-state and transient motor behavior and (c) utilization 
qualities, such as ease of manufacture, storability,  safety, mechanical grain prop- 
erties, manufacturing costs, etc., whirh depend on conditions of propellant use and 
not on combustion phenomena.    As we have indicated in Ciiapter 3, the various 
quality requirements are often incompatible and therefore a compromise is necess- 
ary in order to obtain the most suitable propellant.     The numerous criteria for 
propellant choice depend strongly on the particular mission.     Consequently it is 
necessary to put a wide variety of propellant formulations at the disposal of the 

vv 
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users, in order to cover the entire domain of applications. In the following para- 
graphs we shall try to explain the present trends and problems in propellant devel- 
opment. 

(a) Energetic qualities 

As indicated in Chapter 1, the performance of a rocket depends chiefly on the spec- 
ific impulse and the density of the propellant.     We hive seen that a high specific 
impulse generally corresponds to a low density.    To select a propellant for a given 
application,  i< is necessary to know which of these two parameters is more import- 
ant.     Propellant research is directed toward increasing both density and specific 
impulse. 

The basic properties that influence the specific impulse are the flame temperature 
and the molecular weight of the combustion products;   high flame temperatures and 
low molecular weights are needed for high specific impulse.     Although propellant 
combinations can be selected which produce flame temperatures as high as 4500°K, 
serious technological difficulties occur in connection with heat transfer, when the 
flame temperature exceeds 3500°K.     From an engineering viewpoint,  it is there- 
fore more desirable to lower the molecular weight than to increase the flame tem- 
perature.     When the propellant type is not specified, product molecular weights m 
the range 25 g/mole to 16. 5 g/mole are achievable by selecting fuels that contain a 
large percentage o     ydrogen.     However, for solid propellants the minimum ob- 
tainable molecular weight is higher due to the restriction that the propellant be a 
solid.    Solid compounds containing hydrogen, beryllium, lithium or boron as a fuel 
and oxygen or fluorine as an oxidizer are attractive, provided that the propellant 
compounds are not bonded too strongly.     Low propellant bond energies must be 
maintained to insure that a small fraction of the heat of combustion is lost in break- 
ing propellant bonds.    The use of light elements and low bond energies   is   difficult 
to reconcile.    Therefore the specific impulse of solid propellants appears to be 
limited theoretically to a value of about 300 sec, the current practical values being 
in the range of 250 sec. 

Let us examine a few of the possible ways to increase the performance of solid pro- 
pellants.    One may replace aluminum in the propellant by a lighter and more ener- 
getic element such as beryllium.     Propellants using polybutadiene as a binder, 
ammonium perchlorate and beryllium are under development, the chief difficulty 
being to achieve complete combustion of the beryllium.     In order to ignite beryll- 
ium, it is necessary to achieve a high flame temperature (> 230CfK; with the binder 
and the oxidizer and also to obtain binder-oxidizer product gases that are sufficient- 
ly oxidizer rich.    One approach to this problem is to use auxiliary metals such as 
magnesium and aluminum, which ignite more readily than beryllium, as agents for 
initiating the combustion of beryllium.     The utility of these metals as combustion 
'relays' is still poorly defined. 

Another possibility is to use metalic  hydrides, which lead to better performance 
than the metal itself and which sometimes have a lower ignition temperature than 
the metal.    The cost of these hydrides is sometimes high and they are often in- 
compatible with commonly used binders.    The introduction of metalic nydrides 
into propellants, the study of their compatibility with certain binders and investiga- 
tions of hydride burning processes are important steps in the development of new 
solid propellants. 

In addition to using energetic additives, one may increase the specific impulse of 
solid propellants by developing new, highly energetic, plastic binders.     Energetic 
oinders can be either fuels containing a maximum amount of hydrogen and using nit- 
rogen in place of carbon as a binding element, wherever possible, or oxidizers 
containing fluorine or oxygen atoms with nitrogen as a binding agent.     It is also 
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possible to include simultaneously both fuel and oxidizer elements in the binder 
molecules, but to achieve stability of such combinations often necessitates tolerating 
lower values of the specific impulse.     To be useful as binders,  energetic materials 
containing {N,  H) or (N,  F) elements must r »tain acceptable mechanical properties 
when loaded with high percentages ( *35%)of finely ground substances,  which consti- 
tute the other fraction of the propellant. 

Parallel to the development ol high energy binders, new oxidizers are also being 
studied.     The initial aim of Lhese studies is to improve ammonium perchloratc by 
replacing the relatively useless NH4 group by groups derived from hydrazine (e.g., 
hydrazine diperchlorate) 01 by oxidizer-containing groups such as NO2, NO (nitron - 
ium perchlorate) or even fluorine derivatives.     In our opinion, the chemistry of 
new oxidizers has evolved little and significant advances may be achieved in the 
synthesis of new solid oxidizerJ based upon fluorine and oxygen. 

The best available substances for a high energy propellant generally are not mutually 
compatible because they may, for example, enter into a more or less rapid chemical 
reaction when certain components are brought into contact at a stage of manufacture 
or casting.    In order to develop such a propellant, it is necessary to separate the 
reactive constituents.    This leads to the basic concept of neterogeneous propellants 
with a controlled heterogeneity.    One example is afforded by the use of nitronium 
perchlorate, which is hypergolic with many fuel binders;   if the nitronium perchlor- 
ate grains were coated with a thin layer of inert plastic which is. compatible with the 
oxidizer, with the plastic binder fuel and with any metalic additive, then the propel- 
lant might be rendered stable.     Certain metalic hydrides might also be protected 
by this type of encapsulation. 

Along the same line,  it is possible to imagine a solid propellant in which the fuel and 
oxidizer constituents are com; letely separated;   for example, blocks of oxidizer with 
a well-defined geometry might be glued to fuel elements of a suitable geometry.   One 
can envisage a grain containing the right proportions of fuel and oxidizer, made for 
instance from assemblies of small pressed oxidizer parallelepipeds bound by a 
plastic fuel which produces the desired mechanical properties.     Such arrangements 
might facilitate the use of highly energetic fuels and oxidizers.     Since the ratio of 
the contact surface area to the volume is small compared with that of conventional 
oropellants using oxidizer crystals embedded in a binder, the chances of a chemical 
reaction developing spontaneously on the surface are smaller.     Degradation during 
storage and explosion hazards thus would he lessened;   th^se advantages may be 
quite important for large,  nigh-energy grains.     The dimensions of parallelepipeds 
of pressed propellant are typically <: few millimeters, thus smali compared with the 
over-all dimensions of the grain.     Problems associated with combustion efficiency 
and with design of grain shapes therefore need not arise.     Fabrication techniques 
would be more complex than the technique of casting the propellant into a mold or 
into the rocket casing.     But    proved safety in manufacture and stability of propel- 
lants using powerful oxidizers such as nitronium perchlorate, may more than offset 
this disadvantage. 

A further speculative point worth mentioning   is the concept of cryogenic solid 
propellants.   Storage conditions differ on earth and in space and certain propellants 
which are liquids on the earth are stored most conveniently as solids in space.   One 
can thus imagine frozen solid propellants which, due to their low temperature, are 
chemically more stable than under familiar storage conditions.    In this way many 
more highly energetic projxHiants might be used. 

These various lines of research into the development of high-energy propellants 
present complex problems.     Progress requires a gi eat deal of  4udv m propellant 
chemistry and in the organization of components of heterogeneous propellants. 
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It should be remarked that densities of high-energy liquid propellants ar■■> usually 
loss then those of the solid propellants commonly used today.     Because of their 
high volumetric specific impulse, exceeding 400 sec, current solid propellants are 
likely to retain their advantages in a number of applications for some time fo come. 

(b) Kinetic qualities 

The main parameter characterizing the kinetic quality of a propellant (s its burning 
rate.     For different applications, it is necessary to have propellants with a wide 
range of burning velocities from which to choose.    High burning velocities are gen- 
erally desirable for booster-type missions or for systems requiring a high starting 
acceleration, while much lower burning velocities are required for upper stages and 
for sustainers. 

At the present time, catalysts are available to control the burning velocity, but the 
mechanism of their action is stAU poorly understood and the range of the regression 
rates that can be achieved is too narrow in certain cases.    One can also use physi- 
cal means in order to vary the burning velocity, such as modifying the local thermal 
conductivity by introducing into the grain metal wires or inserts of other shapes.   At 
present, burning velocities from a few millimeters per second tc a few centimeters 
per second are achievable.    Studies are currently under way to obtain the highest 
possible burning velocities for high-acceleration, boost missions.    A wide field of 
research is available concerning new catalysts and other techniques, for extending 
the current range of burning velocities. 

Motor operation is related to the pressure dependence of the burning rate.    Depend- 
ing on the application, propellants with differing pressure exponents of the burning 
rate are desirable.    A few means are available at present, to modify the pressure 
exponent but these means are more empirical than scientific and they require more 
thorough study. 

There are also practical reasons for attempting to reduce the influence on the burning 
velocity of quantities,    such as the propellant temperature and the gas velocity par- 
allel to the burning surface. 

The influence of the various parameters on the burning velocity is imposed a priori 
during thi   development of the propellant.    It would be desirable to be able to influ- 
ence the burning velocity during the combustion process,  to control the exhaust gas 
mass flow rate.     Few methods have been proposed and none have been demonstrated 
to be of very great practical utility.     Weinberg suggested applying electrostatic 
fields to the propellant or to the flame zone.    He showed experimentally that in cer- 
tain configurations, the fields had an appreciable effect on the burning rate but posi- 
tioning of the electrodes poses technological problems in practical applications, 
oummerfield suggested using acoustic fields generated by sirens.    However, the 
weight of a siren required to produce an appreciable effect is quite large. 

Among the kinetic qualities of a propellant .ire parameters related to ignition, ex- 
tinction and unstable combustion regimes.     The use of new energetic oxidizers, 
such as nitronium perchlorate or hydrazine diperchlorate, is likely to aggravate pro- 
blems of extinction m\(\ combustion instability, as we shall discuss further in 
Section 4. 

(c) Utilization Qualities 

It is not possible to find a propellant which will fulfill completely all utilization re- 
quirements, namely: good mechanical properties, ease and safety of manufacture, 
good storability, 1 w sensitivity to ambient temperature variations, low shock sen- 
sitivity, nontoxic reactants and combustion products, ease of handling, low cost  
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The development of high energy propellants has shown that it is difficult to obtain 
mechanical properties that are good in comparison with those of conventional pro- 
pellants;   a special effort must be made to improve the physical properties in the 

, operational temperature range from ~75°F to 160°F (--59°C to 71°C).     Degradation 
j of physical characteristics and performance iip various ambient storage conditions 
is also a potential problem in the development of new propellants. 

3.   Fundamental Research on the Combustion of New Propellants 
I 
\Contributions of combustion research to improved rocket performance are necess- 
arily indirect.    More direct is the influence of propellant performance considera- 
tions on changes in combustion research.    The trend toward the development of 
higher energy propellants focuses increasingly greater attention on heterogeneous 
propellants.    Consequently, we may ^xpeet an increased percentage of the combus- 
tion research effort to be devoted/to h    j~ogeneous propellants. 

From one particular aspect of the viewpoint of basic research, this is an unfortunate 
occurrence.    Homogeneous propellants were developed at a time when the experi- 
mental and theoretical techniques! for analysis in aerothermochemistry were in their 
infancy.    Although much is known about the burning mechanisms of homogeneous 
propellants, a great deal i emains to be discovered,,    Many tools that are needed to 
make these advances are now at hand.     However, it is unlikely that these tools will 
ever be applied to homogeneous propellants because of their decreasing practical 
importance. 

On the other hand, in areas related to heterogeneous propellant combustion, the fut- 
ure for combustion research is brighter.     Let us first discuss research on the de- 
composition of oxidizing constituents of composite propellants.    We have indicated 
that new oxidizers are continually emerging and that they are generally capable of 
deflagrating by themselves at sufficiently high pressures.    We may certainly expect 
that pyrolysis rates and deflagration rates will be studied at least experimentally 
and perhaps by means of aerothermochemical theories for each new oxidizer as it 
begins to be used.    Studies of homogeneous oxidizers may indeed partially compen- 
sate the basic researcher for the de-emphasis of homogeneous propellant studies; 
quite similar analytical techniques are applicable to both systems. 

The decomposition and deflagration mechanisms of the early oxidizer ammonium 
nitrate are net understood as vtall today as are decomposition and deflagration 
mechanisms of today's oxidizer, ammonium pcrchiorate.    The difference is due 
primarily to advancements in Scientific techniques of study for example, the use of 
pressed samples and monocrystal samples.    If the same effort that was devoted to 
ammonium per chlorate is applied to each new oxidizer that is developed, then we 
may expect our understanding of decomposition and deflagration mechanisms of 
future oxidizers to exceed that of ammonium perchlorate.    An indication that at 
least some combustion research effort will be spent on new oxidizers, is provided 
by the observation that experimental studies have already been reported on the de- 
flagration of hydrazine perchlorate and other new oxidizers and on porous plate 
pyrolysis of new oxidizers.     These studies show that new oxidizers often tend to 
exhibit unique regimes of deflagration and decomposition e.g ,  gas producing de- 
composition at a solid-liquid interface beneath a melted layer.    Thus, new oxidizers 
present scientists with many new and interesting research problems. 

However, we should perhaps express some reservations about whether the new oxid- 
izers will be studied as thoroughly as ammonium perchlorate.     For more than five 
years, ammonium perchlorate h >s been used almost universally as the chief oxidi- 
zer in composite propellants. Usually a new oxidizer will not be studied as thorough- 
ly unless it develops comparable predominance and longevity. An additional reserva- 

w* tion to the prediction of great progress arises from the observation that research on 
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pure ammonium perchlorate appears now to be decreasing, even though many un- 
answered questions and contradictions remain concerning its decomposition and de- 
flagration processes and even though it continues to be the dominant practical oxid- 
izer.    In spite of these reservations, one may confidently predict research advan- 
ces in studies of the decomposition and deflagration of new oxidizers. 

One may also predict new experimental and theoretical studies of the combustion of 
new oxidizers in simplified, idealized geometries, designed to elucidate the fuel- 
oxidizer burning mechanism.    These studies are likely to assume greater practical 
importance i i fhe future for a number of reasons. 

First of all,   energetic oxidizers that have to be protected from the main fuel binder 
by means of encapsulation or related techniques are likely to burr, in a very complex 
way in a propellant.    To aid the understanding of this burning mechanism, it would 
be helpful to know hew a pure oxidizer crystal decomposes in an inert atmosphere, 
how a protected oxidizer crystal decomposes in an inert atmosphere, how a pure 
oxidizer crystal decomposes in an atmosphere consisting of vapors of the protective 
material, how a pure oxidizer crystal burns in atmospheres of various fuel vapors, 
how a protected oxidizer crystal burns in fuel atmospheres and how a pure oxidizer 
crystal burns in atmospheres consisting of mixtures of fuels with gasification pro- 
ducts of the protection material.    Numerous other model studies pertinent to pro- 
tected oxidizers can be suggested.    These studies all bear on such practical quest- 
ions as flammr jility limits of propellants employing protected oxidizers, regularity 
of the combustion of these propellants, pressure dependence of the burning rate, 
combustion efficiencies, etc. 

A second reason for the pertinence of model studies of oxidizer combustion is that 
with the development of large boosters, it becomes conceivab!   to increase apprec- 
iably the sizes of oxidizer particles in the propellant without oaying any penalty in 
combustion efficiency.    One can imagine composite propellaui grains, with relative- 
ly small numbers of large oxidizer particles with dimensions perhaps of the order of 
a millimeter or a centimeter, which exhibit improved mechanical properties at over- 
all mixture ratios that yield optimum specific impulse.     Burning mechanisms, 
erosive effects etc. for such grains would differ appreciably from those for the 
grains with which we are most familiar.    Model experiments and theories for large 
oxidizer particles, which are relatively easy to carry out, should provide informa- 
tion that is related directly to the combustion and flammability of such gra'ns. 

Many other reasons can be cited for the possible increased future importance uf 
model studies of oxidizer combustion.    These examples underscore the importance 
of continued research on the combustion mechanisms of heterogeneous propellants 
themselves.    There are many problems in this area even for ammonium perchlor- 
ate based propellants, particularly questions about flame distributions over the sur- 
face and burning mechanisms in the plateau domain of combustion and about the in- 
fluences cf some catalysts on the burning behavior.    In the process of achieving 
safety in the formulation of new high-energy composite propellants, problems of un- 
sustained flammability, residue formation, irregular combustion and erratic burn- 
ing rates, may well arise.     Fundamental research on the combustion mechanisms 
of heterogeneous propellants is needed in order to help to indicate where such diffi- 
culties might occur, what their causes would be and how to correct them. 

The final area of combustion research that we wish to mention here is the topic of 
metal combustion.    Metalized grains receive increasing use and the metals em- 
ployed become more exotic as one attempts to improve specific impulse.     Combust- 
ion efficiency which is basically related to metal flammability and to burning rates 
and agglomeration behavior of metal particles, is an important practical problem 
for metals in solid propellant grains, particularly for the smaller combustion cham- 
bers and at the lower chamber pressures.    Techniques for achieving efficient metal 
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combustion may well arise from basic research on metal ; nmbustion mechanisms. 
Results of metal combustion research can bear on answers to such questions as 
whether lithium-beryllium mixtures can substantially improve the combustion eff- 
iciency of beryllium in propellants.    It seems sale t<> predict  hat fundamental 
research on the combustion of metals will continue. 

A prediction about the overall level of effort in fundamental research on solid pn,- 
pellant combustion may be worth making.     There have been no large increases in 
the research effort in recent years and there are no clear signs of future increases. 
We estimate that the total expenditure on research will continue at its present, level 
or perhaps decrease slightly„     In view of the increased number of pertinent research 
topics that we foresee, it appears that the works of various researchers must tend 
to drift farther apart if they are to cover the entire tield. 

4.   New Ideas on Unsteady Combustion 

The research discussed in the preceding  section referred primarily to steady-state 
combustion.     Here we wish to consider briefly unsteady combustion, still remaining 
for the most part in the domain of fundamental research.    Our remarks will first 
concern ignition - extinction phenomena and then combustion instability. 

The current level of theoretical understanding of solid-propellant ignition procest.es 
is not high.    One does not expect or desire to obtain accurate time histories of the 
detailed chemical and dynamical processes that accompany ignition in motors using 
real igniters but one does hope to be able to make estimates of ignition times of 
plane propellant surfaces exposed uniformly to different ignition stimuli, of quasi - 
steady rates of flame spread along a plane propellant surface and of rates of buildup 
of pressure inside motors during ignition.     A great deal of basic information that 
is required for making such estimates is lacking.    There are appreciable gaps in 
our current understanding of connective heat transfer from hot gases to a solid sur- 
face, heat transfer ir. cwo-phase boundary- layer flows, heat-transfer effects pro- 
duced by impingement of hot condensed particles on surfaces and mechanisms of heat 
production, when hypergolically reactive liquids contact propellant surfaces.    Res- 
earch in these areas is needed for purposes of improving igniter design, so that 
rapid motor ignitions, without pressure overshoot and with predictable pressure-time 
histories, can be obtained by using relatively simple and lightweight igniters. 

Today we do not understand the dynamics of mctor extinction as well as we under- 
stand motor ignition processes.    Very little fundamental research has been perform- 
ed on problems related to motor extinction.    Since efforts to obtain greater flexibi- 
lity and control of solid propellant rockets are increasing, we may expect to see the 
inception of research programs on extinction phenomena per se .    The ultimate ob- 
jective is, of course, to obtain Lighter and more versatile extinction devices. 

A great deal of progress has been made on fundamental research into combustion 
instabilities of solid propellant rocket motors.     Present-day empirical 'fixes' of 
combustion instability problems in solid propellant motors, can often be based on a 
partial understanding on the phenomenon.    No such rational basis was available ten 
years ago.    There seems to be a tendency to relax the level of research effort on 
solid rocket combustion instability, due to the conviction that practical methods for 
eliminating instabilities are now at hand.    Although there are specific types of in- 
stabilities for which this conviction is not warranted, it appears to be rather well 
justified f^** acoustic instabilities in motors using conventional propelkmts, even 
though a thorough theoretical understanding of the mechanisms of acoustic amplifi- 
cation does not exist.     However, we wish to offer a word of caution about the pos- 
sible emergence of new acoustic instability problems as new high-energy propellants 
begin to be used.    The acoustic admittances of grain surfaces Termed from high- 
energy propellants, may exhibit enhanced tendencies toward acoustic amplification. 



760 

In the rest of this sect1  n, we wish to summarize particular typos of nonacoustic 
combustion instability    that may possibly become increasingly troublesome in the 
future. 

In many applications of solid propellant rockets to space propulsion there are advan- 
tages in using small motors with low chamber pressures.     Particularly for metali- 
zed propellants, this places the motor near its limit of efficient combustion.   Oscil- 
lations   of the g.Lses in the chamber-nozzle system have been observed to occur 
under such conditions (L* instability).     These low-; requency instabilities detract 
appreciably from motor performance.     The extent lo which soud propellant rockets 
will be used in space, will depend partially on the degree of success that is achieved 
in solving this low-frequency   nonacoustic instability problem. 

As solid propellant boosters have increased in size, instability problems have been 
encountered less often.     There are some reasons to question whether this trend will 
continue.     Current propellants, especially metalizcd propellants, are known to ex- 
nibit small-amplitude oscillations in definite low frequency ranges that are inherent 
in their combustion processes.    These nonacoustic oscillations are of little consequ- 
ence   in current motors because their amplitudes are too low.    However, as motors 
increase in size, the acoustic frequencies of their chambers are approaching these 
natural, nonacoustic frequencies of the propellant combustion processes.    There is 
laboratory evidence that appreciable coupling between the acoustic and nonacoustic . 
oscillations may occur in the vicinity of frequency coincidence.    This complex phen- 
omenon, for which no adequate theoretical understanding yet exists, may establish a 
barrier to the development of very large solid propellant boosters.    If it does, then 
intensive research on combustion instability will have to be renewed. 

There are many other specific problem areas of solH-propellant combustion instab- 
ility.     For example, acoustic instabilities may be troublesome in application where 
metalizcd propellants cannot be used for communications reasons or other reasons. 
Problems may also develop in connection with attempts to provide greater motor 
flexibility e.g. Helmholtz modes might occur in multiple-chamber motors.   Because 
of these and other potential areas of difficulty, research on combustion instability in 
solid propellant motors will continue.    However, we speculate that solid propellant 
systems will experience fewer instab''" - nroblems than liquids. 

5.   Technological Development   -  Improvement of Flexibility and Thrust Control 
Capabilities 

We have emphasized that one of the major inconveniences of solid propellant systems 
is its lack of flexibility.    It can be predicted that methods of increasing flexibility 
will progress in the future.    We now wish to describe in detail some potential aven- 
ues for advancement. 

Let us first consider techniques for controlling the magnitude of the thrust vector. 
For a mission with a pre-established thrust program, the necessary control of the 
thrust-time history can be achieved through grain design;   it is much more difficult 
to control the thrust during the flight.     Several techniques are under development. 
One consists of pulsing the thrust by using a propellant made of parallel layers 
separated by a restrictor.     Each layer has its own ignition system.      The working 
principle of the engine is the following:  The first layer is ignited and the combust- 
ion stops when the flame front reaches the restrictor.    The igniter of the second 
layer destroys the thin restrictor film and reinitiates combustion of the propellant; 
the impulse is thus partitioned and impulse segments can be triggered at will. 
(Designs of this type are called wafer motors or pulse rockets)    Tie geometry is 
easy to envisage for cylindrical cigarette-burning grains.    The burning time of 
Lach a grain is long so that many pulses can be obtained.    The amount of restrictor 
required for a given mission must be determined according to the mission;   its 
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mass is proportional to the number of pulses. Pulse techniques are also applic- 
able to radially burning grains which offer a larger burning area. Manufacturing 
such water-type grains is complex however, and the cost is certainly high. 

Division of a grain into several elements which burn sequentially can be achieved in 
several ways.    In addition to wafer propellants, one might consider assembling in- 
dividual blocks into the complete grain, each block leaving a small cavity (honey- 
comb in shape for example ) after burning.     The best element shape is the one which 
leads to a minimal restrictor mass. 

Another technique for achieving thrust control consists in extinguishing and reignit- 
ing the motor several times by injecting a liquid into the chamber.    This topic has 
been discussed in Chapter 8.    It appears to be possible to extinguish a motor by 
injecting water and to reignite it by injecting Cl F3.    Two separate liquid feed sys- 
tems are required, thereby introducing many technological complications and making 
the complexity of the system comparable to that of liquid propellant engines.     The 
technique is currently attractive only when few extinctions and reignitions are re- 
quired because the additional complexity of the sysrem is then minimized.    Re- 
search on the technique is in progress and technologically acceptable solutions may soon 
evolve.    However, it remains to be demonstrated that the over-all weight of the 
liquid injection system is lower than that of the restrictors and igniters needed in a 
wafer-type propellant. 

Liquid-injection thrust-control devices can be made both simpler and more flexible 
by using a single liquid, for instance an oxidizer such as CTF3,   which is hypergolic 
with the solid propellant.    The thrust can be modulated by modifying the liquid in- 
jection rate, as is done in hybrid motors.      On-off capabilities can be achieved by 
using a solid propellant that is fuel rich and burns only when oxidizer is injected. 
By suddenly interrupting liquid injection, even propellants capable ol self-sustained 
combustions can be extinguished, because of the resulting abrupt pressure drop in 
the chamber.    Reignition can always be achieved by a new injection of a hypergolic 
liquid.    Techniques of this type are expected to produce an increase in performance 
and an improvement in flexibility of solid propellant motors without requiring highly 
complex devices.    The methods entail the development of special propellants which 
have a suitable pressure sensitivity for their burning rate, since large variations 
in the over-all mixture ratio of the propellants during thrust modulation must be 
avoided, in order to maintain sufficiently high performance.    The fuel-rich grains 
which are best suited to liquid-injection thrust control also exhibit improved mech- 
anical properties as a subsidiary consequence of their modified mixture ratio. 

Another way to modulate thrust is to use two solid propellant motors connected bv a 
valve.    The upstream motor operates with a fuel-rich propellant, while the down- 
stream motor uses a fuel-lean propellant.    A secondary combustion process then 
takes place in the downstream motor between the fuel-rich exhaust gases from the 
upstream motor and the excess oxidizer from the downstream propellant.    The ex- 
haust nozzle is located at the aft end of the downstream motor and the igniter is 
placed in the head end of the upstream motor.     Thrust modulation is achieved by 
controlling the valve, which modifies the rate of gas flow into the downstream motor. 
Opening the valve decreases the pressure in the upstream chamber.    The mass flow 
rate through the valve is proportional to the pressure to the n-th pov/er, where n is 
the exponent of the burning velocity law.     Thus, to achieve a wide range of flow- 
rate variation, one must use propellants having a highly pressure-sensitive burning 
velocity in the upstream motor.    On the other hand, the burning velocity of the pro- 
pellant in the downstream chamber must be made sensitive primarily to the gas 
velocity in the central port as in a hybrid system, in order to maintain a constant 
over-all mixture ratio in the upstream and downstream chambers,     during 
thrust modulation.   The grain geometries will differ in these chambers.   There 
are development problems associated with this system,     particularly in rela- 
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tion to constructing a valve that is resistant to high temperature gases. 

A thrust modulation technique which h'c\s undergone a few tests consists of employing 
a nozzle with a variable throat area.    In a first approximation, the motor thrust is 
proportional to the nozzle throat area to the power ^/(n-1), where n is the pressure 
exponent of the burning velocity law.    The thrust can be varied over a wide range, 
provided that a  propelkmi with a pressure exponent close to unity is used.    In 
practice, one might consider a neutral propellant grain witli an annular port, con- 
taining a central plug which allows one to change the throat geometry by moving the 
plug axially.    With a pressure exponent of 0. 75, for example, if the nozzle throat 
area is reduced by a factor of 2, then the thrust increases by a factor of 8, but the 
chamber pressure increases by a factor of 16.    This large pressure variation is 
an inconvenience of the technique, since it necessitates using propellants and struc- 
tures that are adapted to a wide range of pressures.    The structural weight penalty 
is appreciable.    Heat protection of the central plug also presents design difficulties. 
Heat resistance problems can be alleviated by developing new grain and motor geo- 
metries, such as toroidal motors.    Variable-area nozzles can also be used to pro- 
duce motor extinction, since a rapid pressure rarefaction propagates through the 
motor, if the nozzle throat  area is suddenly increased by quickly displacing the 
central plug. 

It is thus apparent that several means are ava^able for in-fligM control of 'he mag- 
nitude of the motor thrust vector.     Useful techniques must produce minimum 
amounts of additional complexity and weight in the system. 

Let us now turn to techniques for controlling the orientation of the thrust vector.   In 
liquid propellant systems, this  thrust vector control' is achieved by gimballing the 
entire combustion chamber.    As it is not possible to apply this technique to solid 
propellant motors, multiple nozzles which can be moved so that the thrust axis is 
changed have been employed.    Fluid-injection approaches to thrust vector control 
have also been med.    These techniques have been described in Chapter 2.    Injec- 
tion of hot chamber gases through a high-temperature valve is perhaps the most 
interesting long-term approach.    We might remark that for plug nozzles and ex- 
pansion-deflection nozzles, the flow pattern at the chamber exit and in the nozzle 
should facilitate control of the thrust vector orientation. 

These and many other examples that can be cited, demonstrate that it should be 
possible to increase the flexibility of solid propellant motors without approaching 
the complexity of liquid propellant systems.    A number of variable-thrust missions 
previously reserved for liquids, will therefore be able to be performed by solids, 
as development of the thrust-control techniques progresses. 

Technological advances that can lead to the impro rement of solid propellant motors 
depend   on the development of lightweight structures, e.g. rocket cases, restrictor 
layers, heat shields and nozzles.    Rocket case technology has recently experienced 
great advances. due to the development of new materials and new fabrication tech- 
niques such as glass-filament vinding.     Further advances can be made by improving 
the bonding between case, rest^rictors, heat shields and the propellant grain.    These 
improvements are essential in developing a variable-thrust motor or a motor with 
stop-start capabilities since the danger of cracks increases under variable operating 
conditions, especially for motors that use glass-reinforced plastic cases with large 
dilatations on pressurization.   Although the problem of thermal protection has been 
solved for large motors ir. which the thickness of the thermal insulation is not crit- 
ical, it remains an important area of investigation for smaller motors, for which 
thermal protector weights are not negligible fractions of the total structural weight. 

With highly energetic propellants, new technological problems will arise because of 
high flame temperatures.    Ablative materials will be used in nozzles.    Although 
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there has bee» some progress recently in ablator development, than1 remain many 
scientific and technological problems.     New nozzle geometries such as plug nozzles 
may be used in large motors.     Annular-shaped grains are well adapted to plug 
nozzles.    These nozzles offer the possibility of achieving: better performance 
and smaller mass.     However, they present difficult technological problems with 
respect to heat Iransfer at the nozzle throat and the use of ablative materials, 
since the ablution effect is more pronounced with plug nozzles than with conventional 
ones. 

Air-Augmented Solid Prcpellant Rockets 

For applications in the earth's atmosphere, it is possible to increase the perfor- 
mance of solid propellant rockets by burning the excess fuel contained in the exhaust 
gases with ambient air.     Some 15 years ago experiments showed that it was possible 
to increase the thrust by using ambient air as an auxiliary oxidizer.    Tliis technique 
seems to have regained some interest and experimental work is under way to deter- 
mine the performance gain, produced by such a rocket-ramjet combination.   Solid 
propellant system« are particularly well adapted to air augmentation, since they 
generally operate under fuel-rich conditions and may contain metalic additives. 
The propellant composition should however be chosen to yield maximum performance 
under augmentation conditions:   Boron derivative fuel   or even boron itself used 
instead of aluminum in the propellant, appear to com liute high-performance addi- 
tives     Fluorine containing birders also produce good performance under augmenta- 
tion conditions. 

The few ideas proposed in Section 5 show that there are still many technological 
areas for advancement of solid propellant rockets, always directed toward simpler 
methods for achieving flexibility, a high reliability and a low cost. 

6.   New Uses for Solid Propellant Rockets 

The solid propellant rocket motor's basic att: bute of simplicity remains unchallen- 
ged by other modes of propulsion.    The consequent inherent advantages of reliability, 
storabiiity and readiness, coupled with the basic property of high volumetric speci- 
fic impulse, would seem to insure the continued dominance of solid propellant rockets 
in many of the fields in which they now excel.    Particular examples of such fields 
are various tactical military applications, such as air-to-air, air-to-ground and 
short range, ground-to-ground missiles.    Although liquid or hybrid systems may 
contest certain surface-to-air missions, it will be difficult to increase liquid or hy- 
brid burning rates to a point where they can challenge solids in anti-missile applica- 
tions.    The recent solid propellant booster successes point also to their continued 
importance in long-range military missiles. 

Large solid propellant boosters possess certain long-term advantages for satellite 
launching and for other space-Launch missions.    In Chapter 1, we have emphasized 
the low development costs of large solid propellant boosters.     Future improvements 
in techniques for grain manufacturing and casting may lessen the propellant costs to 
a point at which high specific-impulse liquid propellant boosters will find it very 
difficult to compete with solids economically.     Provided that combustion instability 
problems do not arise in very large solid propellant motors, one can envisage estab- 
lishing a series of solid propellant boosters of different sizes as standard first- 
stage booster motors.    The required 1:  ost energy would be calculated for each 
space-launch mission and a booster of an appropriate size would be selected.   On- 
site fabrication of the larger boosters, using standard mobile equipment and standard 
motor segments, would constitute part of this program.    The logistics problems 
would be considerably simpler /nan for re-usable boosters and cost reductions, 
associated with the use of increased numbers of boosters, couid well make this the 
most economical approach to large-scale space exploration. 

m. 

J 
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In uppei stage and space propulsion applications,  liquid propellant systems with 
improved reliability and storability may take over some tasks that are currently 
assigned to solids, particularly those tasks which do not specifically require im- 
pulsive manoeuver* with high thrust for short duration.     Solid rocket manufactur- 
ers must therefore attempt to win missions that would traditionally be thought to 
lie in the domain ol liquid propulsion.     Research on high-energy solid propellants 
and on improved flexibility (thrust vector control, start-stop capabilities and thrust 
modulation) of solid propellant rocket motors is ultimately directed toward this 
type of objective.     The progress of solid propellants in these new areas of applica- 
tion will depend largely on the degree of success '.hat the research efforts achieve. 

Evaluations of over-all costs of development work and of mission accomplishment 
show that any increase in performance produces a decrease in over-all weight at the 
expense of an increase in development cost:    It Is usual to say that an increase of 
5% in the performance increases the development cost by 50%.     For this reason, 
systems with higher initial masses are often preferred, at a slight increase in the 
cost of mission accomplishment, to better performance systems.     Although their 
specific impulse is lower than that of other systems and therefore their initial 
masses are higher, nevertheless solid propellant rockets appear to be highly com- 
petitive with other systems when the total cost of development and mission accom- 
plishment is considered.    Such cost considerations permit prognostication of new 
applications for solid propellant motors and planning new missions, especially in 
space, thereby widening the scope of solid propellant rocketry. 
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Addendum 

Unit Conversion Tables 

Table 1    Conversion Factors for Units of Length 

Multiply by 
appropriate 

entry to — 
obtain 

cm in in. ft, yd. 

1 cm                      1 0.01 0.3937 

lm                      100 1 39.37 

1 in. 2. 540 005 1 0. 025 400 051         1 

lft, 30.480 061 0.304 800 61         12 

lyd. 91.440 183 0.914 40183         36 

0.032 808 333 0.010 936 111 

3.280 833 3 1.093 611 1 

0.083 333 333 0.027 777 778 

1 0.333 333 333 

3 1 

Table 2    Conversion Factors for Units of Area 

Multiply by 
appropriate 

entry to — 
obtain 

i 

-••      cm2 m2 
sq.in. sq.ft. , sq.yc. 

1 cm2 1 10-4 0.154 999 69 1.076 386 7 
X10-3 

1.195 985 3 
xlO-3 

J m2 104 1 1, 549. 9969 10.763 867 1.195 985 3 

1 sq. in 6.451 625 8 6.451 625 8 
xlO-4 

1 6.944 444 4 
XlO-3 

7.716 049 4 
x 10-4 

1 sq.ft. 929.034 12 0.092 903 412 144 1 0.111 111 11 

1 sq.yd 8,361.3070 0.836 130 70 1296 9 1 



766 

Table 3    Conversion Factors for Units of Volume 

Multiply by 
appropriate 
entry to — -*-        ml liter gal. 
obtain 

1 
1 ml 1 0.001 2.641 779 xlO-4 
1 liter 1,000 1 0.264 177 9 
1 gal. 3,785 329 3.785 329 1 
1 mi'1 0.999 972 0 0.999 972 0 x 10 -3 2.641 704 7 x lO"4 

1 cu. in. 16,386 70 1.638 670 x  10-2 4.329 004 3 x 10"^ 
1 cu.ft. 28,316 22 28.316 22 7.480 519 5 

cm3 cu. in. cu.ft. 
1 ml l.OGu Ö28 0.061 025 09 3.531 544 x 10-5 
1 liter 1,000.028 61.025 09 0.035 315 44 
I gal. 3,785 434 5 231 0.133 680 56 
1 cm5 1 0.061 023 378 3.531 445 5 x 10~5 

1 cu.in. 16.387 162 1 5.787 037 0 x lO"4 

1 cu.ft. 28,317.017 1,728 1 

Table 4    Conversion Factors for Units of Pressure 

Multiply by 
appropriate 

entry to  » dyne/cm2 bar atm kg(wt. )/cm2 

obtain 
1 

1 dyne/cm2 1 10-6                o 986 923 3 
x lO"6 

1.019 716 2 
x 10-6 

1 bar. 106 1                   0 986 923 3 1.019 716 2 
1 atm 1,013,250 1.013 250 1 1.033 227 5 
1 kg(wt. )/cm2 980. 665 0.980 665           0 967 841 1 1 
1 mm Hg 1,333.223 7 1.333 223 7         1 315 789 5 1.359 509 8 

XlO-3 XlO-3 x 10- 3 
1 in. Hg 33,863.95 0.033 863 95       0. 033 421 12 0.034 531 62 
1 lb. (wt.)/sq. in. 68,947.31 0.068 947 31       0. 068 045 70 0.070 306 69 

mm Hg in. Hg lb. (wt. )/sq. in 
1 dyne/cm2 7. 500 617 2.952 993 1.450 383 0 

xlO-4 xlO-5 X 10-5 
1 bar. 750.061 7 29.529 93 U 503 830 
1 atm 760 29.921 20 14 696 006 
1 kg(wt. )/cm2 735.559 2 28.958 97 14 223 398 
1 mm Hg 1 0.039 37 0.019 336 850 

1 in.  Hg 25.400 05 1 0.491 157 0 
1 lb.(wt.)/sq.in. 51.714 73 2.036 009 1 

■j- r.i —11 
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Table 5    Conversion Factors for Units of Mass and Weight 

Multiply by 
appropriate 
entry to — 
obtain 

lg 

lkg 

1 lb. 

kg lb. metric ton ton 

1 Kr- 

103 1 

453.592 43     0.453 592 43 

1 metric ton 106 103 

1 ton 907,184.86     907.184 86 

2.204 622 3 10"6 1.102 311 2 
xl0~3 m i       xl0'G 

2.204 622 3 10" 3     * 1.102 311 2 
xiO-3 

1 4.535 924 3 0.0005 
xlO"4 

2,204.622 3 1 1.102 311 2 
2000 0.907 184 86 1 

Table 6    Conversion Factors for Units of Density 

g/cm3 g/ml lb./cu.in.        Ib./cu.ft.      lb./gal. 

Multiply by 
appropriate 

entry to   — 
obtain 
 JL_  

1 g/cm3 

1 g/ml 0.999 972 0 
1 lb./cu.in.       27.679742       27.68052 1 
1 lb./cu.ft.    0.016 018 369  0.016 018 82     5.787 037 0 

x 10"4 

lib./gal. 0.11982572     0.1198291      4.3290043 
x iO"3 

1 1.000028     0.036127 504     62.428 327     8.345 453 5 
1 0.036126 49     62.426 58        8.345 220 

1,728 
1 

7.4805195 

231 
0.133 680 56 

Table 7    Conversion Factors for Units of Specific Energy 

Multiply by 

appropriate 
entry t<~  — 
obtain 

abs. joule/g    int. joule/g      cal/g I.T. cal/g     BTU/lb. 

1 abs. joule/g 1 
3 int. joule/g 1.000 165 
1 cal/g 4.184 0 
1 I.T. cal/g 4.186 74 
1 BTU/lb. 2.325 97 

0.999 835 0.239 006 0.238 849 0.429 929 
1 0.239 045 0.238 889 0.430 000 

4.183 3 1 0.999 346 1.798 823 
4.186 05 1.000 654 1 1.8 
2.325 58 0.555 919 0.555 556 1 
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Table 8    Conversion Factors for Units of Energy 

Multiply by 
appropriate 

entry to   *• K mass 
obtain              (energy equiv.) 

\ 

abs. joule int. joule cal I.T. cal 

1 g mass 
(energy equiv.) 

1 8.986 56 
X1013 

8.985 08 
X1013 

2.147 84 
XI013 

2.146 44 
X1013 

1 abs. joule 1.112 772 
x IO-14 

1 0.999 835 0. 239 006 0.238 849 

1 int. joule 1,112 956 
x 10"14 

1.000 165 1 0.239 045 0.238 889 

1 cal 4.655 84 
x 10-14 

4.184 0 4.183 3 1 0.999 346 

1 I.T. cal 4. 658 88 
x 10-14 

4.186 74 4.186 05 1.000 654 1 

1 BTU 1.174 019 
x 10-11 

1,055,040 1,054.866 252.161 251.996 

1 int. kWh 4. 006 64 
x 10~8 

3, 600, 594 3, 600, 000 860, 563 860, 000 

1 ft.-lb. (wt.) 1.508 720 
x 10-14 

1.355 821 1.355 597 0.324 049 0.323 837 

1 cu. ft.-lb. (wt.) 
/sq. in. 

2.172 56 
xlO-i2 

195.238 2 195.206 0 46.663 0 46.632 5 

1 liter-atm 1.127 548 
xlO-12 

101.327 8 101.311 1 24.217 9 24.202 1 

1 horsepower-h 2.987 27 
X IQ"8 

2, 684, 525 2, 684, 082 641,617 641,197 
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Table 8    Conversion Factors for Units of Energy 

BTU ^lt. kWh ft.-lb. (wt.)       cu.ft.- liter-atm    horsepower 
lb.(wt.)/sq.in. -h 

8,517 75 
xlO^o 

2.495 86 
xlO7 

6,628 14 
X1013 

4,802 07 
xlO** 

8.8G8 80 
xlOU 

3.347 54 
xlO7 

0.947 831 
xlO-3 

2.777 32 
xlO-7 

0.737 561 5.121 995 
xlO-3 

9.868 96 
xlO-3 

3.725 05 
xlO-7 

0.947 988 
xlO-3 

2.777 778 
xlO"7 

0.737 632 5.122 79 
xlO-3 

9.870 58 
xlO-3 

3.725 67 
xlO"7 

3.965 73 
xlO-3 

1.162 030 
xlO-6 

3.085 95 2.143 02 
xlO-2 

4.129 17 
xlO"2 

1.558 562 
X10-6 

3.968 32 
xlO-3 

1.162 791 
xlO"6 

3.087 97 2.144 43 
xlO-2 

4.131 87 
xlO-2 

1.559 582 
xlO-6 

i 2. 930 18 
xlO-4 

778.156 5.403 86 10.412 15 3.930 08 
xlO-4 

3,412 76 1 2, 655, 656 18, 442 06 35,534.1 L341 241 

1.285 089 
xlO-3 

3.766 55 
xlO"7 

1 6.944 44 
xlO"3 

1.338 C54 
XlO"2 

5.050 51 
xlO"7 

0.185 052 9 5.422 39 
xlO-5 

144 1 1.926 797 7.272 73 
xlO"5 

0.096 041 7 2.814 20 
xlO"5 

74.735 4 5.189 96 i 3.774 52 
xl0~5 

2, 544.48 0.745 578 198,000 13,750 26,493.5 1 
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SERGENT,  18 
SPRINT A,  18 
SUBROC,  19 
TITAN II,   11 
TITAN IIIc,  11 

MISSION 

performance evaluation, 19 

MURAOUR, 

law, 192, 202 
stability condition, 203 

NOZZLE 

ablation, 85 
ablative material, 85 
adiabatic wall temperature, 83 
admittance, 613 
agglomeration, 78 
aluminium oxide, 80 
annular, 99 
area ratio,   60,  156 
bell-shaped, 80 
boundary layer, 82 
boundary *ayer growth, 89 
ceramic throat inserts, 85 
characteristic lengths, 75 
characteristic velocity, 62,   156, 

159 
choking, 51,    53 
condensation, 72, 78 
conical, 80 
contoured,   88 
convective heat transfer, 83 
convergent section, 7 
damping, 617 
de Laval, 51, 53 
deposition, 80, 81, 86 
design, 60, 81, 99 
displacement thickness,   89 
divergence losses, 80 
divergent section, 7 
double cone,   99 
drag, 73 
equilibrium flow,  156 
erosion, 78, 80, 81 
exhaust velocity, 58 
exit velocity, 68 
expansion-deflection, 99 
expansion ratio, 88 
flow, 51,  58 
free-stream conditions, 83 
heat flux, 82, 85 
heat transfer, 80, 81, 82 
heat transfer coefficient, 83, 84 
jet detachment, 90 

laminar boundary layer,   »J9 
large lag limit,   76 
Mach number, 619 
mass,   243 
mats flow rate, 58 
method of characteristics, 86 
non-one-dimensional flow, 86 
normal shock, 53 
nucleation, 78 
oblique shock .vaves, 55, 57 
optimum contours, 80 
overall heat transfer coefficient, 

85 
particle lag, 71, 73 
nlug, 99, 762 
Prandtl-Meyer expansion, 55 
radiative heat transfer, 78, 86 
rarefaction  fan, 58 
recovery factor, 83 
residence  time,   75 
restriction ratio, 201 
shock waves (in nozzle), 53 
skin friction, 82 
small lag limit, 77 
sudden freezing, 71 
temperature lag,   72, 81 
thermal conductivity, 82 
throat, 7 
throat area, 61 
thrust coefficient, 90 
turbulent boundary layer,   82 
turbulent heat transfer, 83 
two-dimensional flow,   78 
two phase flow,   71, 73 
unsteady heat conduction,  82 
variable thrust, 762 
velocity lag   72, 81 

PARAMETERS 

aerothermochemistry, 339 
atom conservation, 69, 127 
Brownian motion, 72 
caloric equation of state, 40, 344 
characteristic, 43 
chemical equilibrium, 66, 68,  129 
chemical potential, 66,   130 
chemical reaction rate, J44 
conservation of energy, 340, 367 
conservation of mass,   340, 341 
conservation of momentum, 340 
control volume, 44 
Daltons law,   131 
density, 44 
displacement work,   47, 48 
drag, 46 
drag coefficlentj 46 
energy conservation, 4?, 74,75, 367 
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444 

152, 
152 

46 

627 

enthalpy, 44,   73 
enthalpy of formation, 66 
entropy, 48, 66 
entropy of mixing,   66 
equation of state, 49, 67, 72, 74, 

152,   344 
equilibrium constant, 68 
equilibrium flow, 66, 68 
equilibrium sound speed, 152, 827 
equilibrium specific heat,  153 
equivalence ratio,   114 
evaporation coefficient, 244 
external work, 47 
friction coefficient, 
friction factor. 46 
frozen flow, 66, 67 
frozen sound speed, 
frozen specific heat, 
heat, 47 
heat capacity, 49 
heat conduction, 74 
hydraulic diameter, 
ideal gas, 49 
influence coefficients, 157 
internal energy, 44, 47. 48 
irreversible thermodynamics, 701 
insentropic flow, 48 
kinetic energy, 47 
Knudsen's relation, 244 
lag, 75 
Laplace transform,490, 495, 693, 

709 
Mach number, 49 
mass conservation, 44, 73 
mass flow factor,   62 
mass flow fraction, 72 
mass flow rate, 44 
mass flux fraction,   73 
mass fraction,  114, 343 
molar  enthalpy, 130 
molar entropy,  130 
molar free energy,  130 
mole fraction, 66, 344 
molecular weight, 64, 113,   344 
momentum conservation, 44 
Nusselt number, 84 
partial pressures,   131 
partition function, J58 
Prandtl number, 83 
pressure,   44,   46 

Schmidt number, 84 
sound speed, 610 
species conservation, 340 
specific heat, 49. 72 
specific heat ratio, 73 
stagnation density, 50 
stagnation enthalpy, 48 
stagnation pressure, 50 
stagnation temperature, 50 
Stanton number, 443 
Stokes drag law, 630 
temperature, 48, 75 
thrust decay loss, 321 
total temperature, 50 
vapour pressure, 244, 365 
velocity (see VELOCITY) 44, 75 
velocity of sound, 49 
viscosity,   46 

PERFORMANCE,  156,  159,  113,  154 

adiabatic flam   temperature, 154 
ballistic equations, 24^ 
calculations, 154 
characteristic velocity,  156,  159, 

178, 179 
criterions, 21 
effective exhaust velocity, 22,   65 
engineers criterion, 240 
equilibrium composition, 122 
equilibrium nozzle flow,  156 
experimental determination, 165 
flexibility, 30 
frozen nozzle flow, 156 
impulse, 64 
influence coefficients,  157 
L*(chamber vol/throat area), 65 
mass "3W rate,   179,   191 
mass iractions, 65 
mass ratio, 21, 241 
mission evaluation, 19 
propellant, 147 
quality indices,  179,    182 
sample analysis,  165 
specific fuel consumption, 65 
specific impulse,   22, 29, 30,   62, 

81,  116,  156,    159,  178,  179 
structural index, 241 
total impulse,   64 
volumetric specific impulse, 23, 

29, 65 radiant energy transfer,   388 
Radok's correspondence Prlnciple,pROpELLANT 

ratio specific heats, 49, 152 air-augmentationt 763 
reaction kinetics,   296 aluminium, 304 
Reynolds analogy, 443 ammonium nitrate, 119 
Reynolds number, 46, $90, 430, ammonium perchlorate, 

439 754 
118, 316, 
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AP,    115 
atom conservation, 127, 69 
base, 114 
beryllium powder, 304, 754 
binder modification, 165 
burning rate, 756 
burning rate control,   acoustic 

field, 756 
burning rate control, electrosta- 

tic field, 756 
catalysts, 116 
chemical equilibrium,  127,  130, 

66, 68 
chemical potential, 130 
composite, 306, 316 
cryogenic, solid, 755 
dual composition, 230 
encapsulation, 755 
energetic binders,  121 
energetic qualities, 753, 754 
evaporation coefficient,   244,   248 
fuels, 118 
grain geometry, 211 
heat of formation, 118 
heater, 248 
heterogeneous propellant combus- 

tion, 379 
heterogeneous solid,   114,  116, 

1)8, 257, 757 
homogeneous solid, 114, 257, 258, 

757 
hydrazine perchlorate,  118, 280 
JPN, 445 
kinetic qualities, 753, 756 
Knudsen number, 248 
lithium perchlorate, 119 
mass, 243 
mass fraction, 115 
metallic hydrides, 754 
mixture ratio,  115, 116 
molar enthalpy, 130 
molar entropy, 130 
molar free energy, 130 
monopropellants, 260, 349 
nitric ester-based, 316 
nitronium perchlorate, 118, 280 
opacifier,  116 
overall mixture ratio,  115 
oxidizers,  118 
oxidizers, new,  755 
polyb itadiene.   754 
polybufadiene-acryiie-acid ^PBAA) 

121 
polyethylene binde*,    121 
polysulfide binders,  118 
Polyurethane binders,  118 
potassium perchlorate,  119 
PU,   115 

pyrolysis, 377 
regression rate, 316, 351 
single base, 114 
solid, future of,   753 
solid, military applications,   763 
solid, new uses,   763 
solid sublimation, 244 
stoichiometric mixture ratio,   115 
stabilizers,   116 
studies, experimental, 264 
surface temperature, 316 
temperature profiles, 312 
thermodynamic properties, 147 
utilisation qualities, 753, 
vw>our pressure, 244 
volume fractions,   121 

756 

PROPELLANT, Composite, 115, 257 

aluminium oxide, 80 
ammonium perchlorate/aluminium, 

4 
black powder,   8 
GALCIT,   8 
HC-NP-AL-26 
molecular weight, 113 
overall equivalence ratio,   115 
PBAA,   18 
PU-AP-AL, 26 
UDMH-W204, 26 

PROPELLANT, Double-base, 114, 134, 
2.7,   349 

aluminized double-base, 138 
flame structure, 258 
heterogeneous, 257 
homogeneous,   258 
nitrocellulose/nitroglycerin, 4, 114 
smokeless powder, 8 

PROPELLANT, Fuel, 4.  M3 

additives, 164 
ammonia, 302 
ammonium perchlorate, 4 
benzoic acid, 302 
carbon, 302 
formaldehyde, 302 
hydrazine, 165 
hydrocarbon droplet combustion, 

384 
hydrogen,   165 
polyformaktehyde, 303 
polymethylmethacrylate, 378, 716 
polystyrene, 302 
propane, 302 
pyrolysis, 276 
stearic acid, 302 
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PROPELLANT, Grain, 3, 4 

average curvatures, 211 
axially non-uniform, 222 
Boltzmann superposition 

principle, 690 
bulk modulus, 689 
bulk relaxation modulus, 694 
burning surface evolution, 

211, 212 
complex bulk compliance, 696 
complex bulk modulus, 696 
complex compliance, 695 
complex compliance represent- 

ations, 695 
complex modulu \ 695 
complex modulus represent - 

ations, 695 
complex shear compliance, 696 
complex shear modulus, 696 
crack formation, 736 
crack propagation, 736 
crack propagation velocity, 739 
creep, 685 
creep compliance, 690 
critical strain, 740 
critical strain energy, 744 
cumulative damage, 740 
cylinder with ablating cavity 
surface, 715 

cylindrical, 6 
deformations, 683 
delayed elastic modulus, 693 
differential operator represent- 

ation, 688 
dual burning rate configuration, 

228, 229 
dual composition, 236 
elastic modulus, 689 
empirical failure criteria, 740 
end closures, geometry, 221 
failure, 683, 734 
failure analysis, 684 
failure criteria, 734, 740 
failure time, 743 
fatigue, 740 
finite-difference ,    .lysis, 685 
finite-element analysis, 685 
geometry, 211 
Gibbs free energy, 702 
glassy compliance, 691 
helical configuration, ??6 
Heimholtz free energy, 702 
Hooke's law, 694 
integral operator represent- 

ation, 690 
irreversible Liermodynamics, 

701 

Kelvin model, 688 
Lame's constants, 694 
Laplace transform, 693, 709 
linear regression rate, 3 
linear viscoelasticiiy, 685 
loading fraction, 221 
loss compliance, 698 
loss modulus, 696 
mass flow rate history, 453 
maximum permiss-ble strain, 744 
mechanical properties, 683 
mechanical properties, 30 
neutral, 4 
neutral star geometry, 236 
nonlinear stress-strain relations, 

704 
Onsager's principle, 702 
photoelastici'y, 685 
Poisson's ratio, 689, 695 
polybutadiene binder, 754 
polymer, 698 
polymethylmethacrylate, 716, 727, 

744 
port, 401 
port geometry, 452 
port geometry history, 453 
pressure history, 453 
progressive, 4 
propellant mass, 243 
quenched, 588 
Radock's correspondence principle, 

711 
recess-type singularity, 214 
redundant force analysis, 685 
regressive, 4 
relaxation modulus, 691 
relaxation time, 693 
retardation spectrum, 691 
Rouse's model, 698 
rubbery modulus, 693 
segmented grains, 221 
sheer modulus, 689 
sheer relaxation modu^is, 694 
shift factor, 699 
slenderness ratio, 243 
sliver loss, 221 
slotted grains, 222 
slump due to axial acceleration, 

726 
spherical, 6 
spherical configurations, 225.  226, 

227 
spike-type singularity, 214 
star configuration, 217 
storage,  734 
storage compliance,  696 
storage modulus, 696 
strain, 688 
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strain response, 685 
stress analysis, 683.  684 
stress analysis for non-isothermal 

vlscoelastic cylinders, 722 
stress analysis in linear 

vi scoeiastlcity, 708 
stress functional, 705 
stresses in encased viscoelastic 

cylinder, 713 
stress in encased viscoelastic 

spanners, 715 
stress relaxation, 685 
stress-strain relations, 683 
temperature dependence of 

viscoelastic properties, 697 
thermorheological simplicity, 699 
thrust decay loss, 221 
thrust tail-off, 230 
total curvatures, 211 
tubular, 684 
viscoelasticity, 685 
viscoelastic cylinder reinforced 

by elastic wires, 729 
viscoelastic materials, 683 
Voigt moael, 688 
wagon-w.ieel configuration, 217 

RECOMBINATION, 69 

RELIABILITY, 29 

SAINT-ROBERTS 

law,  192 

SATELLITES 

launchers,   14 
SYNCOM,  12 

STORABILITY, 29, 734 

SUMMERFIELD 

law, 193, 202, 319 

FROPELLANT, Manufacture, 30 

casting, 30 

PROPELLANT, Oxidizer, 4,  113 

ammonium nitrate, 287, 378, 757 
ammonium perchlorr'^, 4, 287, 

293, 349, 757, 379 
AP combustion, 287 
AP deflagration, 280 
AP partical size, 280 
AP spheres, 287 
AP strands, 300 
constant, 287 
decomposition flame, 383 
deflagration, 280 
deflagration rates, 280 
encapsulation, 755, 758 
hydrazine diperchlorate, 755 
hydrazine perchlorate, 757 
nitronium perchlorate, 755 
nltronlum perchlorate,  165 
oxidizer spheres,  282 
perchloric acid, 296 
potassium nitrate, 267 
potassium perchlorate, 287 
pyrolysis, 276 
studies, 165 

RAYLEIGH 
Line, 54 

TESTING, TEST EQUIPMENT 

accelerometers, 565 
acoustic generators, 572 
diaphragm gauges,  563 
double motors, 574 
electronic compensation, 564 
end burning motors,  574 
experimental techniques, 264 
hybrid burner, 293 
instability analysis, optical, 566 
instability instrumentation,  566 
ionization gauge, 412 
laboratory measurement of erosion 

function,402 
line reversal, 264 
measurement of erosive burning 

velocity, 41C 
micro-cinematography, 304, 571 
microphones, 565 
motor operating characteristics, 

201 
operating pressure, 202 
optical techniques,  197 
oscilloscope recording,  565 
phototube measurements, 571 
piezoelectric gauges, 563 
porous burner, 296 
post-test analysis,  565,  516 
pressed strands, 296 
pressure measurements,  561 
pressure transducers, 563 
pyrolysis, 276. 273, 268, 269, 

279, 377 
radiographic techniques, 411 
real time analysis, 565,  56u 
recording techniques, 564 
regression rate, gas generator, 

409 
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rocket molor,  178,   197 WEIGHT 
shock tube techniques, 572 a( ,aunch   ig 

spectrographv techniques, 316 eng|neer.
-
s criterion, 240 

San   }, 17» mass ratio, 241 
static firing,  178 structural Index, 241 
strain   gauges,  563 
surface temperature (pyrolysis) 

379 
tape recording, 565 
thrust gauges,  565 
T - burners,  577 
T - motors   577 
vibration gauges, 5^35 

THEORY 

absolute reaction rate, 357, 
equilibrium sublimation hypothesis, 

302 
hydrocarbon tue' droplet com- 

bustion,  384 
quasi-one dimensional fluid flow 

43 
semi-empirical, of erosive 

burning, 439 
transition state,  357 
two-temperature hypothesis, 280 

THRUST, 60,  61,  530 

axial, 60 
coefficient, 61, 90, 156,  178 
control, 760 
increase, air augmentation, 783 
termination,  7 
testing,  178 
vector control, 92, 762 

VEHICLES,   11 

ARCAS.  i4 
BERENICE,  15 
GEMINI,  12 
NIKE - CAJUN,  14 
SCOUT,  14 
SEREB Diamant launcher,  12 
sounding rockets,  14 
space,  J2 
SURVEYOR,   12 

VELv 

change in (mission),  (see 
PARAMETERS),  19 

characteristic, 62 
measurement, 173 


